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Abstract

The dissertation describes an automatic grammar- and lexicon-based parser for
unrestricted Portuguese text. The project combines preceding and ongoing
lexicographic work with a threeyear Ph.D.-research effort on automatic
grammatical annotation, and has since ventured into higher level syntactic and
semantic analysis. Ultimately the parser is intended for applications like corpora
tagging, grammar teaching and machine translation, which all have been made
accessible in the form of internet based prototypes. Grammatical rules are
formulated in the Constraint Grammar formalism (CG) and focus on robust
disambiguation, treating several levels of linguistic analysisin a related manner. In
spite of using a highly differentiated tag set, the parser yields correctness rates - for
unrestricted and unknown text - of over 99% for morphology (part of speech and
inflexion) and about 97% for syntactic function, even when geared to full
disambiguation. Among other things, argument structure, dependency relations and
subclause function are treated in an innovative way, that allows automatic
transformation of the primary, "flat" CG-based syntactic notation into traditional
tree structures (like in DCG and PSG). The parser uses valency and semantic class
information from the lexicon, and a pilot study on disambiguation on these levels
has been conducted, yielding encouraging results.

The system runs at about 400 words/sec on a 300 MHz Pentium Il based Linux
system, when using all levels. Morphological and PoS disambiguation alone
approach 2000 wor ds/sec.
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1

| ntroduction

1.1 The‘what’s, ‘why’sand ‘who’s

This dissertation is about whether and to what degree a computer program can be
made to handle the grammatical analysis of natural language, in the form of ordinary,
“running” text or linearly transcribed speech. The target language chosen is
Portuguese, and the basic method applied in the parser to be described here is
Constraint Grammar (first introduced in Karlsson, 1990), used in a context of
Progressive Level Parsing'. Along the way, | will be concerned with the interaction
between grammar system, parsing technique and corpus data, evaluating the trinity’s
mutual influence, and the performance of the system as a whole. In other words, in
computer linguistics, what can computers offer a linguist, and can linguistics inspire
computing?

Yet before trying to answer these questions with a 400-page bore of
technicalities and a load of secondary questions, it would seem relevant to balance
the introduction by asking quite another type of question: Why would any of this
inspire a person? Why would anybody want to court a computer for half a decade or
more? Well, personally - and may the esteemed reader please feel free to skip the
next half page or so -, | find that the most intriguing fact about computersis not their
data-crunching efficiency, nor their much-appraised multimedia capability, but the
plain fact that they react to stimuli in much the same half-predictable-half-
unpredictable way biological entities do. Computers communicate, and many a nerd
has found or created a social surrogate in his computer.

When | had my first naive date with a computer in 1973, the glorious glittering
consumer items of today weren't called PC's — or even Mac’'s — but went by the
humble name of Wang. They had no hard disc, no floppies or CD-ROM'’s, and 4 kB
of RAM rather than 40 MB. Yet, in a subtle way, human-computer relations were
superior to the uses most computers are put to today. Nowadays, most people treat
computers as tools. Gaming devices, mail boxes, type-writers, - al of which, in
different shapes, did exist before the advent of the computer. Then, children could
not shoot their way trough a boring day by handling fire-buttons, joy-sticks and
mouse-ears. They had to program their computer if they wanted it to play a game.
And the computer would respond, as a student surpassing her teacher, by route, at

! Progressive Level Parsing is mirrored by the order of chapters in this book, which progresses from morphological
analysis and the lexicon to morphological disambiguation, syntax, semantics and applicational considerations. This is
why a discussion of the Constraint Grammar disambiguation formalism as such is “postponed” until chapters 3.5 and
3.6. Though | have tried to avoid literal CG rule quotesin the first chapters, there may be a few passages (notably 2.2.4
and 3.2-3) where readers not familiar with the basic notational conventions of CG might want to use later chapters for
reference.
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first, - but soon, it would move the bricks in unpredictable ways, it would be the
sentient being, thinking, reacting, surprising you.

This is what has fascinated me ever since | made my school’s Wang play
checkers. With my projects evolving from the unprofessionally naive to the
unprofessionally experimental, | programmed creativity by filtering random input for
patterns and symmetry, | made my own Eliza, | built self-learning teaching tools, and
| tried to make a computer translate. | was thrilled by the idea of a perfect memory in
my digital student, the instantaneous dictionary, by never having to learn a piece of
information twice.

Along the way things became somewhat less unprofessional, and |
accumulated some experience with NLP, constructing machine-readable dictionaries
for Danish, Esperanto and Portuguese, and —in 1986 — a morphological analyser and
MT-program for Danish®. Then —in 1994 — | heard a highly contagious lecture by
Fred Karlsson presenting his Constraint Grammar formalism for context based
disambiguation of morphologica and syntactic ambiguities. | was fascinated both by
the robustness of the English Constraint Grammar (Karlsson et. a., 1991) and its
word based notational system of tags integrating both morphology and flat
dependency syntax in a way that allowed easy handling by a computer's text
processing tools. It was not clear at the time (and still is not) up to which level of
syntactic or even semantic analysis Constraint Grammar can be made to work, and it
had never — at any larger scale — been applied to Romance languages. So | decided to
try it out on Portuguese®, working upwards from morphology to syntax and
semantics, in the framework of a Ph.D. project in Computer Linguistics. The goal
was the automatic analysis of free running Portuguese text, i.e. to build a computer
program (a morphological tagger and a syntactic parser) that would take an ordinary
text file - typed, mailed or scanned - as input and produce grammeatically analysed
output as unambiguous and error-free as possible. My ultimate motivation, the
raison d’ étre of my digital child, has always been applicational — encompassing the
production of research corpora’, communication and teaching tools, information
handling and, ultimately, machine translation. But in the process of making the
digital toddler walk, | would have to fight and tame the Beast , as my supervisor
Hans Arndt called it, the ever-changing and multi-faceted creation which is human
language. | would have to chart the lexical landscape of Portuguese, to define the
categories and structures | would ask my parser to recognise, and to check both
tradition, introspection and grammatical intuition against raw and real corpus data.
Many times, this process has turned back on itself, with the dynamics of the ”tool
grammar” (i.e. the growing Constraint Grammar rule set) forcing new distinctions or

% This system - “Danmorf” - has been revived in 1999, to become the morphological kernel of the Danish “free text”
section of the VISL-project at Odense University, and can be visited at http://visl.hum.sdu.dk.

® Romance languages, with the possible exception of French, share much of their syntactic structure, and also most
morphological categories. Even many lexical items, not least pronouns and conjunctions, can often be matched one-on-
one across languages. At the time of writing (1999), | have begun to adapt my Portuguese Constraint Grammar for
Spanish, with encouraging results (http://visl.hum.sdu.dk).

* The largest annotation task so far, completed in november 1999, has been tha annotation of a 90 million word corpus
of Brazilian Portuguese, for aresearch group at the Catholic University of S&o Paulo.
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definitions on the "target grammar” (i.e. the particular grammatical description of
Portuguese to be implemented by my system).

1.2 The parser and the text

This dissertation is a Janus work, both practical and theoretical at the same time, one
face mirroring and complementing the other. After al, a mgor point was simply
showing that “it could be done” - that a Constraint Grammar for a Romance
langugage would work just aswell as for English.

As a practical product, the parser and its applications can speak for
themselves, and, in fact, do so every day — at http://visl.hum.sdu.dk/ - , serving users
across the internet. In what could be called the theoretical ortext part of this
dissertation, apart from discussing the architecture and performance of the parser, |
will be concerned both with the process of building the parser and with its linguistic
spin-off for Constraint Grammar and parsing in general, and the analysis of
Portuguese in particular. Both tool and target grammar will be discussed, with
chapter 3 focusing on the first, and chapter 4 focusing on the second.

Chapter 2 describes the system’s lexicon based morphological analyser, and since
the quality of any CG-system is heavily dependent on the acuracy and coverage of its
lexico-morphological input base, the analyser and its lexicon constitute an important
first brick in the puzzle. However, chapters 2.1, 2.2 and 2.3, which treat the
architecture of the program as such, as well as the interplay of its root-, suffix-,
prefix- and inflexion-lexica, are rather technical in nature, and not, as such,
necessary to understand the following chapters, which may be addressed directly and
individually. In 2.2.4, the Beast will raise its head in the section on the dynamic
lexicon, where non-word words like abbreviations, enclitics, complex names and
polylexical expressions are discussed, and the principle of structural morphological
heuristics is explained. 2.2.5 is a reference chapter, where morphological word
classes and inflexion features are defined, and 2.2.6 quantifies the analyser’s lexical
coverage.

Chapter 3 introduces the Constraint Grammar formalism as a tag based
disambiguation technique, compares it to other approaches, and discusses the types
of ambiguity it can be used to resolve, as well as the lexical, morphological and
structural information that can be used in the process. It isin chapter 3 that the "tool
grammar” as such is evaluated, both quantitatively and qualitatively, with special
emphasis on level interaction and rule typology. Finaly, the system’s performanceis
measured on different types of text (and speech) data and for different levels of
analysis.

"Level interaction” is central to the concept of Incremental Parsing (or Progressive
Level Parsing) and addresses the interplay between lower level tags (aready

-10 -



disambiguated), same level tags (to be disambiguated) and higher level ” secondary”
tags (not to be disambiguated at the stage in focus). Parsing is here viewed as a
progression through different levels of analysis, with disambiguated morphological
tags alowing syntactic mapping and disambiguation, syntactic tags allowing
instantiation of valency patterns and all three contributing to semantic
disambiguation.

In the illustration below, red upward arrows indicate disambiguation context
provided by lower level "primary” tags, blue downward arrows indicate
disambiguation context provided by higher level ”secondary” tags.

Table (1): Parsing level interaction

polysemy tags disambiguated
polysemy
’(:\\ >
| uninstantiated instantiated
S valency tags . valency
« >
[
C - -
ambiguous unambiguous
9 syntactic tags » > syntax
n
+_Mmapping w
ambiguousword unambiguous
—— class & inflection > mor phology
tags

Chapter 4 discusses the target grammar, especially on the syntactic level. The form
and function categories used by the parser are defined and explicated, with special
attention paid to verb chains, subclauses and adverbials. In the process | will sketch
the outlines of a dependency grammar of Portuguese syntax that has been grown
from the iterative interaction of corpus data and a dynamic CG rule system which
structures such data by introducing and removing ambiguity, a process in which my
linguistic perception of the object language (the Beast, so to say) had to reinvent
itself continuously, on the one hand serving as a necessary point of departure for
formulating any rule or ambiguity, on the other hand absorbing and assimilating
corpus evidence of CG-elicited (or CG-disclaimed) distinctions. Finally, | will raise
the question of the transformational potential of the Portuguese CG with regard to
different theories of syntax. In particular | will argue that the traditional flat
dependency syntax of CG can be enriched (by attachment direction markers and tags
for subclause form and function) so as to allow transformation of a CG-parse into
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constituent trees. Advantages and draw-backs of different notational systems of
parsing output will be weighed regarding computational and pedagogical aspects as
well as the expression of ambiguity.

Chapter 5 treats valency tagging, focusing not so much on valency patterns as such
(which are treated in chapters 3 and 4), but rather on the role of valency tags as an
intermediate CG stage linking syntactic to semantic parsing. Also, | will defend why
using syntactic function tags for the instantiation of lexically derived tags for
valency potential is not a kind of self-fulfilling prophecy, but a productive part of
grammatical analysis.

In Chapter 6, | will discuss the highest - and most experimental - level of CG based
Progressive Level Parsing, - semantics. It is the semantic level that most clearly
shows the disambiguation potential residing in the interplay of tags from different
levels of grammatical analysis. Thus, morphosyntactic tags and instantiated valency
or dependency tags will be exploited alongside semantic tags proper and hybrid tags
imposing semantic restrictions on tags for valency potentia. Teleologically,
polysemy resolution will be treated from a bilingual Portuguese-Danish perspective,
allowing differentiation of translation equivalents. | will argue that - by using
minimal distinction criteria and atomic semantic features for the delineation of
semantic prototypes - semantic tagging is entirely possible without achieving full
definitional or referential adequacy. However, though a complete system of semantic
tagging will be presented for nouns, and a basic one for verbs and adjectives, and
though the tag set has been incorporated into the whole (Portuguese) lexicon, the CG
rule body concerned with semantics is still small compared to the rule sets used for
lower level parsing. Therefore, definite conclusions cannot be drawn at present, and
performance testing had to be sketchy and mostly qualitative at this level®.

Chapter 7, finaly, explores some of the possible applications of the parser, machine
tranglation, corpus tools and grammar teaching programs. Corpus annotation is the
traditional field of application for a parser, not much additional programming is
needed, and an annotation is about as good or bad as the parser performing it®. In
machine translation, however, parsing (even semantic parsing) solves only “half the
task”, since choosing trandation equivalents and performing target language
generation evidently cannot be achieved without additional linguistic processing. |
will show how an additional layer of CG rules can be used not for analysis, but for
generation, and how CG tag context can be exploited for syntactic transformations
and morphologica generation. Grammar teaching on the internet, on the other hand,
Is an example where the parser forms not the core of a larger linguistic program

® A three year research grant (1999-2001) from Statens Humanistiske Forskningsrad, at Odense University, for a project
involving Portuguese, English and Danish CG semantics, is hopefully going to change that.

® Most annotation today still means tagging with word based PoS tags, which are easy to handle with string searching
tools, but lack syntactic information. The CG-approach, however, is robust and word based even on the syntactic level,
allowing syntactic tag searches in the same fashion as used for PoS tags.
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chain, but rather the linguistic core of a heterogeneous program chain whose other
parts serve graphical and pedagogical purposes. Still, there are linguistic constraints,
since an independent pedagogical application imposes a certain system of
grammatical theory as well as notational conventions on the parser’s output, and as
an example | will discuss the automatic transformation of CG output into syntactic
tree structures.

Throughout the text, frequent and unavoidable use is made of the parser’s tags and
symbols. Where these are not explained or clear from context, one can find the
necessary definitions and examplesin the “tag list” appendix. The parser’s individual
modules will be discussed in input-output order, i.e. in the order of the parser’'s
program chain. The following illustration summarises module functions and
sequentiality for the parser proper and its M T add-ons:

Table (2): Parsing modules

LEXICAL PRE_PROCE_SSQR_ " PALMORE"
ANALYSER polylexicals, capitalisation
infixes & enclitics

abbreviation identification

MORPHOLOGICAL ANALYSER
produces (ambiguous) cohorts of aternative word-readings, treats:
lexeme identification, flexion & derivation
incorporating verbs, hyphenisation & quote tags
proper noun heuristics, accent heuristics, uso-brasilian bimorphism,
fused function words |

MORPHOLOGICAL DISAMBIGUATION
iterative application of contextual Contraint Grammar rules, based on:

word class, word form, base form, valency markers, semantic class markers

POSTPROCESSOR
fused function words |1 "PALTAG"

SYNTACTIC MAPPING
attaches lists of possible syntactic function tags/ constituent markers (word & clause level)
to word classes or base forms, for a aiven CG rule context

SYNTACTIC DISAMBIGUATION
iterative application of contextual Contraint Grammar rules, treats:
argument structure & adjuncts, head-modifier attachment
subclause function (finite subclauses, infinitive clauses, averbal subclauses (small clauses)
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VALENCY & SEMANTIC CLASSDISAMBIGUATION  |» pa| SEM"
iterative application of contextual Contraint Grammar rules

TRANSLATION MODULE |
programmed in C, handles polysemy resolution, using bilingually motivated distinctions,
based on disambiguated morphological, syntactic, valency and semantic class tags,
attaches base form translation equival ents and some target language flection information

TRANSLATION EQUIVALENT MAPPING (CG)
Constraint Grammar rules mapping, changing or appending

MT context dependent base form or word form translations
MODULE

TRANSLATION MODULE 11
handles bilingual syntax transformation,
rearranging Portuguese (SL) word order, group & clause structure
according to Danish (TL) grammar,
usesarulerulefilethat is comoiled into a Perl nroaram

MORPHOLOGICAL GENERATOR
written in C, works on - translated - lexeme base forms and tag lists,
builds Danish words from a base form lexicon with inflexion information

-14 -



2

The lexicomor phological level:
Structuring words

2.1 A lexical analyser for Portuguese: PALMORF

PALMOREF is a so-called morphological or lexical analyser, acomputer program that
takes running text as input and yields an analysed file as output where word and
sentence boundaries have been established, and where each word form or "word-
like" polylexica unit is tagged for word class (PoS), inflexion and
derivation/composition, with morphologically ambiguous words receiving multiple
tag lines. The notational conventions used by PALMORF match the input
conventions for a CG disambiguation grammar. With a CG-term, an ambiguous list
of morphological readings, asin (1), is called a cohort.

(1)
WORD
FORM BASE FORM SECONDARY TAGS PRIMARY TAGS
revista
"revista’ <+n> <rr> <CP> N F S
‘magazine ,‘inspection’
"revestir’ <vt> <de’vtp> <deMvrp> V PR 1/3S SUBJVFIN ‘to cover’
"revistar" <vt> V IMP2SVFIN ‘toreview’
"revistar" <vt> V PR3SIND VFIN
"rever" <vt> <vi> VPCPFS ‘toseeagain’,'to leak’

In example (1), the word form ‘revista has been assigned one noun-reading (female
singular) and four verb-readings, the latter covering three different base forms,
subjunctive, imperative, indicative present tense and participle readings. By
convention, PoS and morphological features are regarded as primary tags and coded
by capital letters. In addition there can be secondary lexical information about
valency and semantic class, marked by <> bracketing, like <vi> for intransitive verbs
(“rever” - ‘leak through’) , <vt> for monotransitive verbs (“rever” - ‘see again’),
<+n> for pre-name distribution (“revista VEJA” - ‘VEJA magazine”), <rr> for
'readable object’ or <CP> for +CONTROL and +PERFECTIVE ASCPECT
(“revista’ - ‘review’).

)

WORD FORM BASE FORM SECONDARY TAGS PRIMARY TAGS
(i) telehipnotizar

"hipnotizar" <vt> <vH> <DERPtele-> V INF 0/1/3S

"hipnotizar" <vt><vH><DERPtele-> V FUT 1/3S SUBJVFIN
(i1) corruptograma ALT xxxograma

"corrupt” <HEUR> <DERS -grama> N M S
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(iii) corvos-marinhos

"corvo-marinho"  <orn> NMP
(iv) Estados=Unidos
"Estados=Unidos" <*> <top> PROPM P

(2) offers examples for derivational tags (DERP for prefixes and DERS for suffixes),
aswell as polylexical word boundaries (the '=" signin (iv) isintroduced by the tagger
to mark a non-hyphen polylexical link). Also purely orthographic or procedural
information can be added to the tag list, like <*> for capitalisation or <HEUR> for
use of the heuristics module’.

The morphological analyser constitutes the lowest level of the PALAVRAS
parsing system, and feeds its output to Constraint Grammar morphological
disambiguation, and ultimately to the syntactic and semantic modules. PALAVRAS
was originally designed for written Brazilian Portuguese, but now recognises also
European Portuguese orthography and grammar, either directly (lexical additions) or
- if necessary - by systematic orthographic variation (pre-heuristics module).

Not all registers prove equally accessible to automatic analysis, thus phonetic
dialect spelling in fiction texts or phonetically precise transcription of speech data,
for instance, cause obvious problems. Scientific texts can have a very rich
vocabulary, but many of the difficult words are open to systematic Latin/Greek based
derivation, which has been implemented in PALAVRAS. News texts often contain
many names, but name candidate words can be identified quite effectively by
heuristic rules based on capitalisation, in combination with character inventory and
immediate context (cp. chapter 2.2.4.4). Only words derived from names (e.g.
adjectives) and chemical or pharmaceutical names evade this solution by not being
capitalised, and need to be treated by another morphological heuristics module, also
used for misspellings, foreign loan words and the few Portuguese words that are both
not listed in the PALAVRAS lexicon, and underivable for the analyser (cp. 2ii).

PALAVRA'’s typica lexical recognition rate is 99.6-99.9% (cp. chapters
2.2.4.7 and 2.2.6). In these figures a word is counted as “recognised” if the correct
base form or derivation is among those offered (ambiguity is only resolved at a later
stage), and if propria are recognised as such (though without necessarily matching a
lexicon entry).

2.2 Theprogram and its data-bases

2.2.1 Program specifications

" Any orthographical changes introduced by the tagger's heuristics module - spelling/accent correction etc. - is marked
with an ALT-tag after the original word form. The xxx in (ii) means a hypothesized root not found in the current
PALAVRAS lexicon, or one normally disallowed by inflexional or word class - affix combination rules.
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The core of PALMOREF is written in C and runs on UNIX or MacOS platforms,
tagging roughly 1000 words a second (preprocessing included). It consists of about
4000 lines of source code (+ most of the ANSI library), some 2000 lines of
grammatical inflexion and derivation rules, and a 75.000 entry electronic lexicon.
Due to the way the lexicon is organised at run time, the program requires some 8 MB
of free RAM. For additional pre- and postprocessing, PALMORF is aided by a
number of smaller filter programs written in Perl.

2.2.2 Program architecture

2221 Program modules

Below, the basic "flow chart" structure of the PALMORF program is explained.
Basically, there is a choice between one-word-only direct analysis and file-based®
running text analysis, the latter featuring preprocessing and heuristics modules where
also polylexicals, abbreviations, orthographic variation and sentence boundaries can
be handled, as well as some simple context dependent heuristics. Both program paths
make use of the same inflexion and derivation modules, that are applied recursively
until an analysis is found, and hereafter, until all analyses of the same or lower
derivational depth are found. A more detailed discussion of the program architecture
of PALMOREF can be found in the appendix section.

lexicon organisation
search trees

/ \ INPUT

direct analysis text file analysis

< N

word form analysis

PREPROCESSOR
findword polylexicals+
whole word search \S capitalisation
N \ numbers
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8 Of course, thip version Cﬂf not only handl] files, Lut - via unix program chaining - aso individual chunks of tel
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heuristics modules - is quite capable of “meddling” with its data. Still, orthographic
intervention as such (*) is used only heuristically, where no ordinary analysis has
been found, and the altered word forms are marked '‘ALT", so they can be identified
later, for example for output statistics, and for the sake of general corpus fidelity.
Affected areas are luso-brazilian orthographic variation (e.g. oi/ou digraphs, ct -> t,
cp -> p), typographically based accentuation errors (e.g. 7-bit-ASCI| vs. 8-bit-ASCI|
input) and some common spelling errors (e.g. cao -> ¢ao, ¢cao -> ¢ao).

2222 Preprocessing

Unlike post-analysis heuristics, preprocessor intervention (+) applies to all input, and
is close to being a genera parsing necessity. Among other things, a natural and
unavoidable step in al NLP is the decision of what to tag. Obviously, in a word
based tagger and a sentence based parser, this amounts to establishing word and
sentence boundaries.

First, the preprocessor strives to establish what is not a word, and marks it by
prefixing a$-sign: $. - $, - $( - $) - $% -$78.7 - $+ - $" - $7:20 etc. Of these, some
are later treated as words anyway. Thus, numbers will be assigned the word class
NUM and a syntactic function, $% will be treated as a noun (N), $7:20 as a time
adverbia. Punctuation istreated in four ways:

(@) as sentence delimiter. Ordinarily, it isthe DELIMITERS list of the CG rule
file that determines which punctuation marks are treated as sentence boundaries (e.g.
$. and $:, but not $- and $,). However, the preprocessor can add sentence delimiters
() where it identifies sentence-final abbreviations, or - for instance - instead of
double line feeds around punctuation-free headlines.

(b) as a regular non-word. Such punctuation is shown in the analysis file
without atag (e.g. $: or $!), but can still be referred to by CG-rules.

(c) as tag-bearing “words’. This is unusual in a Constraint Grammar, but $%
(as a noun) is an example, and $, as a co-ordinator (like the conjunction ‘€) is
another one.
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(d) as part of words. For instance, $ will become a <*1> tag (left quote
border) if attached left of an aphanumeric string, and <*2> (right quote border) if
attached right. Also, abbreviations often include punctuation (. , - /), which is
especially problematic, since ambiguity with regard to sentence boundary
punctuation arises. To solve the ambiguity, the preprocessor consults an abbreviation
lexicon file and checks for typical sentence-initial/final context or typical context for
individual abbreviations.

Second, the preprocessor separates what it thinks are words by line feeds.
Here, the basic assumption of word-hood defines words as alphanumeric strings
separated by blank spaces, hyphens, non-abbreviation-punctuation, line feeds or tabs.
The reason for including hyphenation in the list is the need to morphologically
analyse enclitic and mesoclitic pronouns (e.g. ‘dar-lhe-ei’), and to decrease the
number of - lexiconwise - unknown words: The elements of hyphenated strings can
thus be recognised and analysed individually by the PALMORF analyser, even if the
compound as such does not figure in the lexicon. Thus, a word class and inflexional
analysis can usually be provided and passed on to the syntactic and higher modules
of the parser, even if only the last part of a hyphenated string is “anaysable’.

Third, for pragmatic reasons, a number of polylexicals has been entered in the
PALMOREF lexicon, consisting of several space- or hyphen-separated units that
would otherwise qualify as individual words (e.g. ‘guarda-chuva, ‘em vez de').
These polylexicals have been defined ad hoc by parsing needs (e.g. complex
prepositions), semantic considerations (machine translation) or dictionary tradition.
Polylexicals are treated like ordinary words by the parser, i.e. assigned form and
function tags etc.,, and can be addressed as individual contexts by Constraint
Grammar rules. In the newest version of the parser, one type of polylexical is
assembled independently of existing lexicon entries: Proper noun chains are fused
into polylexical “words’ if specified patterns of capital |etters, non-Portuguese letter
combinations and name chain particles (like ‘de’, ‘von’, ‘van’ etc.) are matched.

Criteria for the heuristic identification of non-Portuguese strings are, among
others, letterslike 'y’ and ‘w’, gemination of letters other than ‘r’ and ‘s’, and word-
final letters other than vowels, ‘r’, ‘s and ‘m’. Apart from name recognition,
identification of non-Portuguese strings is useful in connection with hyphenated
word chains - which will not be split if they contain at least one non-Portuguese
element, in order to avoid “accidental” (i.e. affix or inflexion-heuristics based)
assignment of non-noun word class’.

2.2.2.3 Data bases and sear ching techniques

On start-up the program arranges its data-bases in a particular way in RAM:

a) the grammatical lexicon is organised alphabetically with grammatical information
attached to the head word string. Each grammatical field has its own pointer. The

°N (noun) and PROP (proper noun) are the overwhelminly most common word classes for foreign language material in
Portuguese.
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alphabetical order alows the analyser to find word roots by binary search: 5 steps to
search 16 words, 6 steps to search 32 words, 17 steps to search the whole lexicon
(fig. 1). In analysing a particular word, multiple root searches are even faster: due to
the fact that cutting various endings or suffixes off a word does not touch word
initial letters, the remaining roots are aphabetically close to each other. So, having
found the first root by cutting the lexicon in halves 17 times, one can get near the
next root by a few "doubling up" steps from the first roots position. Normally this
takes less than 5-6 steps.
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(1) binary search technique:

a

[2] colher ®
[4] desenho .... l l ..... o [17] edicao
[3] escabiosa

[1] gigante o)

Zurzir

b) the inflexion endings are stored retrograde alphabetically in a sequential list, with
combination rules, base conditions and tagging information attached in successive
fields. For speedy access, position line numbers and block size for homonymous
endings are stored separately. The first look-up of an ending controls the next,
working backwards from the end of a word, thus minimising access time: in
"comeis’, for instance, -sislooked up first, then -is (in alist also featuring -as, -€s, -
IS, -0s etc.) and last -eis (in alist also containing -ais, -eis, -0is etc.); once "knowing"
about the ending -s, the system does not have to compare for, say, -€lo.

c) the suffix and prefix lexicons are both stored in the form of alphabetical pointer
trees (fig. 2), with the suffixes inverted. To find, for instance, the prefix "dis-", the
program looks under "d-", which points to a,e,i and o as second letter possibilities,
"I" is selected, giving a choice between aand s ("dia-" and "dis-"). Finally we get d-i-
s with a stop-symbol after the s. The last pointer gives access to the combination
rules, base condition and tagging information concerning the chosen prefix. For
suffixes the letter searching order is reversed: "-inho" is thus found as o-h-n-i. The
pointers themselves are memory cells with C-style pointer addresses pointing to the
next level row of letters each itself associated with a new pointer address, leading to
ever finer branchlets of the letter-tree.
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(2) pointer tree searching technique (d-segment of the prefix Iexicon)

a dactil-

deca-

[ deci-
delta-
demo-
dendro-
des-
deutero-
de-
dia
dis

d\ ix o

0 dodeca-

Q)
Q
jab)

QU)QJQCU):B_

2.2.3 Data structures
2231 L exicon organisation

The electronic lexicon that PALMORF uses, is based on a paper version passive
bilingual Portuguese-Danish dictionary (Bick, 1993, 1995, 1997) | have compiled in
connection with my Masters thesis on lexicography (Bick, 1993), which is where
information can be found about the lexicographic principles applied. The lexicon file
now covers over 45.000 lexemes, 10.000 polylexicals and about 20.000 irregular
inflexion forms. The present lexical content reflects the constant, circular
interactivity of lexicon, parser and corpus. Over four years, every parse has - also -
been alexicon check.

Much of the information contained in the original dictionary had to be
regularised and adapted for parsing purposes. Thus, many words had to have their
valency spectrum widened for empirical reasons, and throughout the whole lexicon,
a formal semantic classification was introduced, something a human reader of the
paper dictionary would implicitly derive from the list of translation alternatives.
Also, for use with regular inflexion rules, grammatical combinatorial subcategories
(field 4 in table 2) had to be introduced for verbal (and some nominal) stems.

In (1), anumber of authentic lexicon entriesislisted, and table (2) summarises
the kind of information that can be found in the different fields of alexicon entry.

(1)
abal avel#=#<amf>HT PHHHH#HHA6
abal 6o#20ar#<v.PR 1S>#HHHHHIS2H
abana-moscast=#<sf SP.i| >#HH{ O| #HH##57
acapachar-#1#<vt>#Aa DH#HHH<VI>H#412
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acapitaf=#<sf.orn>#HHB (orn)###413
acarattacaratt<sm.iCh>#R#HT U (ich) #4144
acaraj ettacaraj ett<sm.kul>#R### O(kul y##415#

acaraj éft=tt<sm.kul >##H O(kul ) #4415

acertar-#1#<vt>#Aa DH#<R|[ €] >##H#H<vi>H#481
acertof=#<sm.am>#H €| #HH<cP><tegn>#484
acervoH=#<sSm.qQUS>HHH| &/ €| #1486
aceraceast=H#<sf P.B>#HH#(bo)#HH#HAT3

aceso=#<ad| > & HHHA8T

acessi vel#acessivel #<amf>#RT Pi#H#H#A90#

acetonat=#<sf.liqu>## 6=]#(km, med)###498
al catraz#t=#t<sm.orn>##H#AR(orn)#corvo-marinho##1 741
algoH#=H<SPEC M S>#####H##1924
algum#=#<DET M S.quant2>#<f:-a, P alguns/al gumas>#######1943

aliviar-#1#<vt>#Aa DE<R[ 1| >###HH<vi><vr>#2045

along-#al ongar#t<var>#B##HH##2133#
alongar-#1#<vt>#Aa D#<g/gu>#<vr>#2133
alongu-#al ongar#<var>#CciH2133#

(2) PALAVRAS lexicon fields

1 2 3 4 5 6 7 8 9 10
word base word combi- [gram. |phone- |etym. |syno- |syntax [ident.
r oot form class nation |irregu- |tics regist. |nyms |&sem. |numb.
(+ rules |larities region classes
primary diachr. (also:
syntax pragm. ref. to
or sem. identity
class) number
)
dcatraz | = <sm AR corvo- 1741
.orn> (orn) marinho
alongar- | 1 <vt> AaD <g/gu> <vr> 2133
aong- |adongar [<va> |B 2133
alongu- |aongar |<var> |Cc 2133
aceso | = <edj> (€] 487
abalavel | = <amf> |TP 46
acara |acara <sm. R TU 414
ich> (ich)
abaléo | 20ar <v. 52
PR 1S>

Every lexicon entry consists of 10 fields (with translation information stored in
separate lines ordered by semantic and valency-discriminators). Fields are separated
by '# and may be empty.

Word root is what the analysis program looks up after cutting inflexion
endings and affixes off a word. A word root must be outward compatible with the

word's other elements with regard to phonology, word class and combination rules.
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Base form (and not word root) is what outputs as the base form of any derived
reading. '=' means that it is identical to the word root, numbers mean removing the n
last letters from the root form, letters are added to the root form. Thus '20ar' means:
"cut 2 letters off 'abal 60', then add 'oar', in order to get the base form ‘abal oar'.

Word class is used to determine outward compatibility, and is used to
construe the output word classes N, V, ADJ, ADV from itsfirst letters. For irregular
word form entries, this field can contain inflexion information, e.g. 'abal6o': word
class 'V' and inflexion state 'Present Tense 1st Person Singular'. Any syntactic or
semantic information (like 't' for 'transitive’ in 'vt', or 'prof' for ‘profession’) is not
used on the tagger level. When used, at the disambiguation and syntactic levels, it is
supplemented by the other possible syntactic or semantic classes (field 9).

Combination rules ("aternations') are idiosyncratic markings concerning
outward compatibility with inflexion endings and the like. For instance, for verbs
(which in Portuguese have hundreds of often superficialy irregular inflexion forms)
the following are used:

A combines with Infinitive (both non-personal and personal), Future and
Conditional

a combines with Present Indicative forms with stressed inflexion ending
(1. and 2. person plural), Imperative 2. Person Plural, and the regular participle
endings.

i combines with "Past Tense" (Imperfeito)

D combines with "Present Perfect" (Perfeito simples), Past Perfect and
Subjunctive Future Tense.

B combines with root-stressed forms where the initial inflexion ending
letter is'a or 'o' (For the '-ar' conjugation Present Tense Indicative 1S, 2S, 3S, 3P and
Imperative 2S, for the '-er' and '-ir' conjugation Present Tense Subjunctive 1S, 2S,
3S, 3P).

C  combines with root-stressed forms where the initial inflexion ending
letter is'e€ or 'i* (For the "-ar' conjugation Present Tense Subjunctive 1S, 2S, 3S, 3P,
for the -er' and '-ir' conjugation Present Tense Indicative 1S, 2S, 3S, 3P and
Imperative 2S).

b combines with ending-stressed Present Tense Subjunctive forms (1P and
2P) of the'-er' and '-ir' conjugations.

C combines with ending-stressed Present Tense Subjunctive forms (1P and
2P) of the '-ar' conjugation.

Other word classes need fewer combination specifications, but an example is
the TP for adjectives (meaning stress on the second last syllable, in oppositionto TO
for oxytonal stress), which for certain adjectives selects a particular plural ending (-
eis for '-el' and -il' adjectives).
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Words with graphical accents often lose these in inflected or derived forms.
They are therefore also aphabetised in the lexicon without accents, but
combinationally marked R (prohibiting non-derived selection of the word root). This
has also proved useful for correction of spelling, typing or ASCII errors in
computerised texts, where accents may have been omitted or changed by either the
author, typist or text transfer system.

Grammatical irregularities. This field contains information which has been
used to design the irregular inflexion form entries in the lexicon, but since stem
variations and irregular forms now al have their own entry, this field has been
inactivated and is not read into active program memory on start up. Hard copy
bilingual versions of the lexicon would, of course, make use of it.

Phonetics, too, are inactive in the PALMORF program. Any analytically
relevant information from the field has been expressed as combination rules.

Field 7 contains so-called diasystematic information, lexicographically termed
diachronic (e.g. archaisms or neologisms), diatopic (regional use), diatechnical (e.g.
scientific or technical field), diaevaluative (pejorative or euphemistic) and diaphatic
(formal, informal or slang). These diasystematic markers may be useful for
disambiguation at a future stage, by means of selection restrictions and the like.
Diaphatic speech level information, for instance, is being tentatively introduced:
'HV' (scientific "high level" term) can be used as an inward compatibility restriction
for affixes; for instance, a Latin-Greek suffix like '-ologia® might be reserved for
Latin-Greek word roots like 'cardio-' ("cardiology").

Synonyms are not used now, but might make selection restrictions
"transferable” at afuture stage.

Syntactic word class is specified throughout the lexicon, the main syntactic
class being directly mapped from or incorporated into the primary (morphological)
word class marking in field 3. Further classes eligible for the word root in question,
are added here in field 9, as well as alternative semantic classes. Especidly the
valency structures and prepositional complementation of verbal roots generate many
field 9 entries. Some examples are:

<vi> intransitive verb
<vt> monotransitive verb (with accusative object)
<PRP"vp> transitive verb with preposition phrase argument
(with the relevant preposition added as 'PRP)
<x+GER> auxiliary verb
(with the non-finite verb form added, here '+Gerund’)

Other word classes than verbs, too, can be marked for syntactic sub-class, for
example:

<adj™+em> adjective that takes a prepositional complement headed by ‘em'’
Semantic subclassification is especially prominent for nouns:
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<sm.orn> noun belonging to the 'bird' class of semantic prototypes

I dentification number helps finding root entries, for example when cross-
referencing to the translation file TRADLISTY, or from an inflexion form entry to
the relevant root entry. Only root entries have an identification number in this field,
other entries have referring numbers in the second last field. The root word ‘alongar-
', for instance, has the identification number 2133 in field 10, and the word's other
stem forms (‘along-' and '‘alongu-'") refer to it in their number 9 fields.

" TRADLIST is compiled from the lexicon file, extracting all lines with translation equivalents, together with the
relevant discriminators. At run time, TRADLIST is ordered by identification number.
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2.2.3.2 Theinflexional endings lexicon

(1)
<----- INWARD COMPATIBILITY ----- >
1 2 3 4 5
inflexion base condition |word class combination |output
ending condition rules
(alternation
condition)
lam - % A V COND 3P
iam er- v [ V IMPF 3P
IND
0 - v B V PR 1SIND
as 0 a ADJFP
as 0 S f: NFP
es 1 a TP ADJM/F P

Inflexion ending is what the program cuts off the target word form, working
backwards from the last | etter.

Base condition is what the inflexion ending has to be substituted with before
root search is undertaken. It is attached to the remaining word trunk, which then has
to match one or more lexicon root forms.

Word class condition is then used to filter these possible root forms.

Combination rules are 1-letter-markings for verb stem class, stress pattern
etc., that also appear with entries in the main lexicon. To match, the inflexion
endings combination rule marker has to be part of the "alowing" string of
combination rule markers in field 4 of the corresponding main lexicon root entry.
E.g., the inflexion ending '-0' demands 'B' class of the combining verb root, and
‘along-' allows it. Thus, ‘alongo’ is - correctly - analysed as 'V PR 1S IND', with the
tag string taken from the field 5.

The Output field contains the tag string to be added to the active analysis line
if aroot is found that obeys all the relevant combination conditions. For non-verb
word forms with a zero-morpheme-ending, the inflexion status is generated directly
by the program, since checking for whole word lexeme entries constitutes the first
step of inflexion analysis. Thus, if not marked otherwise, noun entries in the main
lexicon are all classified 'singular’. Similarly, adjectives in root entry form are
presented as 'male singular'.

In al, there are some 220 inflexion endings in the lexicon, differing very much

in frequency. Some verbal endings (2. person plural) amost never occur in Brazilian
Portuguese, and some irregular plural forms (like '-&es' for certain '-a0' nouns) are so
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rare, that it is a matter of lexicographer's choice whether to use individual inflexion
form entries in the main lexicon instead, - both solutions are equally efficient.

There is quite a lot of homonymy among inflexion endings: '-a, for instance,
occurs 8 times in the lexicon, covering 10 inflexiona types. However, - due to
different "inward compatibility" conditions - never more than two of these can attach
to the same stem.

(2
a, - V, D, V MQP1/3SIND VFIN,
3, -, v-, B, VPR1/3SSUBJVFIN,
a, - va, B, VIMP2SVFIN,
3, - var, B, V PR3SIND VFIN,
a, e, S, f-aa, NFS,
a, o, adj, , ADJF S,
a, 0, S, f-aa, NFS,
a 0, pc, V PCPFS,

Empirically, one-root ambiguity is greatest for the unmodified infinitive ending 'r',
where the number of competing readings, for most verbs, is brought up to 5 for one
stem by the fact that the future subjunctive - in the 1. and 3. person singular - yields
forms identical to the corresponding impersona infinitive forms. Only some
irregular verbs have different stems for the Infinitive (condition A) and the Future
Subjunctive (condition D), respectively.

)
r, r-, Vv, A, V INFO0/1/3S,
r, r-, v, D, V FUT 1/3SSUBJVFIN,

Note that the practical ambiguity handed down to the disambiguation module in the
form of different tag lines, has been reduced both in (2) and (3) by the introduction
of so-called Portmanteau-tags (1/3S and 0/1/3S)*. Since the subject in Portuguese
clauses is optional or, rather, can be incorporated in the finite verb's inflexion
ending, | have chosen to fuse the verbal 1. and 3. Person Singular where they can't be
distinguished morphologically, i.e. for the Mais-que-perfeito tense, the Infinitive and
Future Subjunctive, and, for the '-er'- and '-ir'-conjugations, also the Present
Subjunctive. Another argument in favour of this choice is the fact that the 1. Person
Singular is all but absent in many text types (typically those without speech quotes).

Of course, if a word form is ambiguous, and can also be derived from some
other root by adding a non-zero-morpheme ending, this alternative will be found,
too, - in the subsequent steps of the inflexion ending module.

! Portmanteau-tags are also used in the English Constraint Grammar of Karlsson et al. (1995). Here, the categories of
person and number in verbs are untagged for most Past tense forms, and fused as -SG3 (‘al but 3.Person Singular) or -
SG1/3 (‘al but 1. or 3.Person Singular) for most Present tense forms.
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2.2.3.3 The suffix lexicon

(1)
<- INWARD COMPATIBILITY -> <-OUTWARD COMP.>
1 2 3 4 5 6 7
suffix base word combi- output suffix  |suffix
form condition |class nation derivation |word combina-
condition |[rules class and class tion rules
semantics
-ista V ashb DERS -ista | smf
-ico VTP sn DERS-ico |ad]
[ATTR]
-otico ose S DERS-ico |adj R
[ATTR]
-6i- \Y SaA a anti- DERS -ear |var BC
de- des- ... |[CAUSE]

Suffix form is what the program's suffix module cuts off the word or word
trunk it recelves as input. One suffix can appear in the suffix lexicon in several
disguises (for example -inho' and '-zinho'"), that are linked by the 'DERS' information
infield 5 (it reads -inho' even if the look up formis'-zinho'). Like inflexion endings,
suffixes aphabetised in reverse order, because the search mechanism works
backwards from the last | etter.

Base condition is either a string, that is added before root search, or contains
other orthographic combination information, like for example 'V', meaning that the
suffix attaches to aroot by substituting for any last letter vowel: thus various vowels
are "tried out" when searching for a compatible root. The program must aso provide
for phonetic spelling changes at the root-suffix "interface”. This is a very complex
task, especially when a front vowel suffix (beginning with an '€ or 'i' attaches to a
root word ending in 'a, '0' or 'U’, or vice versa. Some neighbouring consonants will
vary in these surroundings in order to keep their phonetic value:

2)
spelling before | spelling before
back vowel front vowel
C C
c qu
g gu
j g

Also, diphthongs sometimes are substituted as one-vowel-units, sometimes they
receive hiatus and accentuation of the second part, according to the stress pattern of
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that particular derivation or inflexion form (e.g. '‘europeu’ +
[INF] and 'europeiza [PR 39)).

TP means paroxytony change: eligible roots need not have the same
accentuation as the suffixed word form.

Word class condition is a list of all word classes €eligible as roots for this
suffix; each letter stands for aword class. Thus '-ico' attaches to nouns (s) and names

(n).

-izar' -> 'europeizar'

Combination rules: Since the root-suffix interface is inside the word stem, the
usua (inflexion based) combination class information in the main lexicon is of no
great use. So far, | have only used few such rules (apart from word class and
phonetic spelling, of course, which are treated in field 2 and 3). One rule says that
certain short verbal suffixes may only be attached, if certain prefixes are present in
the word form (cp. the -ear’ suffix inits'-a' inflexion form, or '-ar' in 3b), in order to
avoid over-generation.

(3@) superamiga
"amiga' <title> <DERP super- [SUP]>N F S

(3b) desamiga
"amiga' <DERPdes>NF S
"amigo" <DERP des-><DERS -ar [CAUSE]> V IMP 2SVFIN
"amigo" <DERP des-><DERS -ar [CAUSE]> V PR 3SIND VFIN
"amiga' <DERP des-><DERS -ar [CAUSE]> V IMP 2S VFIN ###
"amiga' <DERP des-><DERS -ar [CAUSE]> V PR 3SIND VFIN ###

While desamiga yields 4 verbal readings based on the “causative’ suffix -ar',
superamiga does not, because 'des-' is regarded as a "causative-combinable" prefix,
and 'super-' is not. This is what | in the following will refer to as a "semantic
circumfix condition”. Note that 2 of the 4 verbal readings are marked for local
disambiguation by ###, since there is no difference in tags, but only in base form
(‘amigo’ vs. ‘amiga).

Another possible field for suffix combination rules is register information like
HV (high level scientific root).

Output is what appears in the analysis string: the derivative morpheme in its
base form, often followed by some semantic class marker. Apart from 'CAUSE' for
causative derivation in verbs, which is a combination condition for some prefixes (‘a
"and 'es-"), these are not used by the program yet.

Suffix word class is the suffix' own inherent word class, which will be
transferred to the word root it forms, and must be checked for outward compatibility
with any "outer layer" suffixes or inflexion endings. The outermost suffix thus
determines the final word class for the analysed text word.

12 Meaning “cause to be”, “make”, “turninto”.
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Suffix combination rules is also used for outward compatibility checks,
especialy before verba inflexion endings (A,ai,D,B,b,C,c). 'R marks 'root only'
forms, mostly in unaccentuated root variants of accent-bearing words (or suffixes, of
course).

Below a commented list of suffixation examples is given. The suffixes in (4)
are typical word class changing suffixes, changing a verbal root into a noun (4a),
adjectives into nouns (4b) or place names into adjectives, while diminutives (DIM),
augmentatives (AU) and superlative suffixes (SUP) are word class "transparent” (5).
In (4d) the word class change is also inflexional, since deadjectival adverb derivation
is treated in the inflexion lexicon. (5a) and (5b) are among the most productive
suffixes in Portuguese. Loan words, of course, usually resist meaningful derivation
by Portuguese morphological rules, but sometimes shared etymology of affixation
elements allows derivative analyses even here. (5¢) is such an example of alucky hit
where loan word structure and native derivative intuition coincide.

(4a)  pesquisador
"pesquisar” <DERS -or [AGENT/INSTR/ACTLOC|>NM S
(4b)  rotundidade
"rotunda’ <DERS-idade [ABSTR]>NF S
(4c)  pernambucano
"Pernambuco” <DERS -ano [PATR]> ADJM S
(4d) temperamentamente
"temperamento” <DERS-a [ATTR]> ADV

(5a) fetozinho

"feto" <DERS-inho [DIM]>NM S
(5b)  rapidissima

"répido" <DERS-issimo [SUP]>ADJF S
(5c) disquete

"disco" <DERS-ete[DIM]>NM S

Of course, the international Latin-Greek "terminological” suffixes are productive in
Portuguese, too, both in the scientific or pseudoscientific register (6a, 6b), and in
everyday language, like in the political termsin (6¢) and (6d).

Some suffixes, like -&s in (6e), seem, when used productively, to be
characteristic of a certain genre, or usage, like for instance - in this case -
"Journalese” word games.

(6a) discografia
"disco" <DERS-grafia[HV]>NF S
(6b) jazzdfilos
"jazz" <DERS-filo [DIM]>ADJM P
(6c) presidenciaista
"presidencial" <DERS -ista[ADEPTO]> N M/F S
(6d) federalizag@o
"federal" <DERS-izagd0 [CAUSE]>NF S
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(6e) politiqués
"politicd' <DERS-&s[SPEECH]>N M S
"politico" <DERS-és[SPEECH]>N M S###

The Portuguese successor of the Latin present participle ending, -nte', does not have
the broad open class productivity of an inflexion morpheme, and is therefore best
termed a suffix in modern Portuguese. Also, '-nte’ words have in many instances
become lexicalised (i.e. dictionary-listed) nouns, suggesting that the originad,
attributive, participle reading is not redly "alive' the same way, say, the past
participle, '-do', is (with its full productivity for all verbs and its broad attributive
potential). Thus, 'presidente, for example, must be regarded as a full noun, rather
than a participle, since it can't even be used as an adjective any longer.

(7)  gaopante
" galopar" <DERS -ante [PART.PR]>ADJM/F S
"galopar" <DERS -ante [AGENT]>N M/F S

Of course, more than one suffix may occur in the same word form:

(8a) halterofilistas
"haltere" <DERS -filia[HV]> <DERS -ista[ADEPTO]> N M/F P
(8b) peemedebistas
"P' <DERS M> <DERS D> <DERS B> <DERS -ista[ADEPTO]> N M/F P
(8c) percussionistas
"percussdo” <DERS -ion [GEN]> <DERS -ista[ADEPTO]> N M/F P
"percussdo” <DERS -ar [ACTION]> <DERS -ista[ADEPTO]> N M/F P
(8d) viabilizou
"vidvel" <DERS -bil> <DERS -izar [CAUSE]>V PS 3SIND VFIN

In (8b), multiple suffixation analysis is used as a technique to tackle productive
derivation in abbreviations. The real root here is 'PMDB', a political party. The
mechanism is described in detail in chapter 2.2.4.1.

Multiple suffixation analysis can also be a solution for "naturalised” loan
words, like in (8c), or for capturing Latin-based etymological stem alternations, asin
(8d).

2234 The prefix lexicon

(1)

1 2 3 4 5

prefix form | base word class combination  |output derivation
condition | condition rules class and semantics

a C asv [CAUSE] DERP a[STATE]

a C a DERP a [ANT]
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an V a DERP a [ANT]
brad Vi as HV DERP bradi-

psic Vo as DERP psico-
psiqu el as DERP psico-

re sV DERP re[AG+]
mini S DERP mini- [DIM]

Prefix form is what the program's prefix module cuts off a word form it
receives as input. Like suffixes, prefixes can comein severa disguises, depending on
the spelling context. Also, homonyms - with different combinatorial behaviour and
semantics - do exist. Thus, 'a' can be both an antonymy-prefix co-varying with ‘an-'
(one before vowels, the other before consonants) and a STATE-prefix, that combines
inakind of "circumfix" construction with causative suffixes like '-izar'.

Base condition controls which root-initial letters a prefix can combine with: it
may read V for vowel, C for consonant, or just something like 'Imn' for the individual
letters'l', 'm' and 'n'. Any letter x after the 'V' can be added to the prefix form, when
searching for roots without an initial vowel (x may be called the standard ligation
vowel for this particular prefix). Thus, both 'psiclandlise’ and 'psicoldrama can be
found. Root initial doubling of 's and 'r* after a prefix-vowel (which preserves the
[s]- and [R]- sounds) is not listed as a base condition in the prefix lexicon, but treated
directly in the program's main module (inflexional analysis) when called from the
prefix module: 'mini-ssaia (root 'saia).

Word class condition must be matched by either the root's word class or - if
any - by the words outermost suffix. Prefixes need only inward™® compatibility
conditions, since they do not by themselves influence a derived word's word class, so
no information comparableto field 6 and 7 in the suffix lexicon is found here.

@

| | | | (combinat. rules for inflexion endings)
# # # #
prefix ((( root ) suffix ) suffix ...) inflexion ending
I |
I |

(semantic "circumfix™ conditions)

In the above expression, word class compatibility is checked along brackets, with
“inward" and "outward" defined by the bracket's convexity orientation. Further
combination rules apply between inflexion endings and the root or the last suffix.

3 By Inward compatibility | understand word class or inflexion class compatibility with what the affix in question is
attached to (i.e. a root or another affix closer to the root than itself), while outward compatibility is about what
further/other affixes or endings may be attached to it, in the form of yet another onion layer - on top of the affix in
question. This way, the use of a prefix may be conditioned not only by the root, but by another prefix, its inward
neighbour in the affix segmentation chain, - and likewise, the use of a suffix may be conditioned by other (inwardly
neighbouring) suffixes.
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Phonetic-orthographic compatibility is checked at each derivation element border
(marked #)

Combination rules for prefixes, apart from those mentioned in field 2 and 3,
are few and semantic in nature. Examples are the 'es-' and 'a-' prefixes that demand
causation suffixes, and register conditions for the root lexicon (like 'H' for 'high
register language, not implemented in the present version of the analyser).

Output is what appears in the final analysis string, containing the standard
form of the prefix (derivation class) and - so far unutilised - semantic information on
that prefix, like 'DIM' (diminutive) or '"ANT' (antonym).

Most prefixes modify nominals (5 and 6), usually both adjectives and nouns, though
some (‘an-") prefer adjectives and some only attach to nouns ('mini-', 'maxi-', ‘vice-").
With the possible exception of ‘anti-' (anticristo) , none modifies proper nouns -
unless these have been turned into ordinary nominals first, by '-ista-suffixation, for
instance. Pre-verbal prefixes (9) are often prepositional (‘a', 'des-', 'com-', 'sobre-,
‘trans-'), denoting movement or change. The typical pattern is a circumfix-
construction:

(4)
PRP+ adjectivelnoun+ CAUSATIVE
des- sacral -izar
con-  firm(e) -ar

Of course, in many cases the causative is already lexicalised in a fixed way, and
makes only etymological sense, like in (7), where a double analysis is found, one
with the prepositional prefix frozen into the stem (the "participle” compacto), one
with the causative suffix incorporated in the root (‘pactuar’). In (9), both the
analytical stem (sacral) and the lexicalised causative (sacralizar) are present in the
lexicon.

Obviously, the root found in the lexicon may also be a nominalised form of the
causative (for instance, sacralizacéo), and therefore it is safest also to allow nominal
stemsfor the prepositional prefixes.

The examples below are ordered by complexity. In (5) we find classical,
syllabic prefixes, (5b) demonstrating the word class transparency of prefixes in
general. The prefixes in (6) are semantically heavier, more words than syllables,
typical of the international Esperanto of science where both prefixes, stems and
suffixes are Latin-Greek elements, with word-like prefixes often substituting for
root-compounding. The same element (for example 'gastr’ - "stomach") may appear
in both root position (‘gastr-ite’ - "gastritis') and affix position (‘gastro-grafia’ -
"gastrography™).

(5a) antimonogamica
"monogamico” <DERP anti- [ANT]>ADJF S
(5b)  arquiinimigos
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"inimigo" <DERP arqui- [SUP]> ADJM P
"inimigo" <DERP arqui- [SUP]>N M P

(6a) microprocessadores

"processador” <DERP micro- [DIM]>N M P
(6b) hidrelétrica

"elétrico” <DERP hidro-> ADJF S
(6c) neuropsicologa

"psicologo” <DERP neuro->N F S

In (7) both a prefixed and a suffixed analysis are found, and in (8) and (9) prefixes
and suffixes are even present in the same reading. Dessacralizagdo in (9) shows the
phonetic interface rules at work, the s-doubling being necessary in order to retain the
unvoiced [s] from the word-initial position in sacral. Also ‘com-' in (7) exists in
several phonetic variants (another is con-), ‘com-' being used before 'p', 'b" and 'm'.

(7) compactuar
"compacto” <DERS -uar [CAUSE]>V INF 0/1/3S
"compacto” <DERS -uar [CAUSE]>V FUT 1/3S SUBJ
"pactuar" <DERP com->V INF 0/1/3S
"pactuar" <DERP com->V FUT 1/3S SUBJ

(8a) superfaturamento

"faturar" <DERP super- [SUP|> <DERS -mento [CAUS|>N M S
(8b)  biodegradéavel

"degradar" <DERP bio-> <DERS -vel [POTENTIAL]> ADJM/F S

(9)  dessacralizacéo
"sacralizar" <DERP de-> <DERS-¢&0 [CAUSE|>NF S
"sacral" <DERP de-> <DERS -izac80 [CAUSE]>NF S

2.2.4 The dynamic lexicon
2241 Polylexical expressions

It is useful to identify polylexical expressions of any frequency early in the analysis
process, both in order to avoid unnecessary ambiguity of its element words and
because the resulting complex word class may be better suited to a syntactic analysis
than the individual word would.

Some structures are, of course, hyphenated and thus easily recognised. In the
lexicon, these are tagged for word class and, if necessary, their complex inflexion
patterns. <P12/P2>, for instance, means that a hyphenated noun or adjective with
two elements, receives plural endings on both its elements, or, optionally, only on the
second. Apart from pronomina and inflexional enclitics (cp. chapter 2.2.4.2), the
elements of hyphenated word forms are first analysed individualy by the tagger.
This is necessary in order to recognise inflexion morphemes on the individual
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elements of a hyphenated word. In the next step, if the combined base forms are
found in the lexicon, or if the preprocessor recognises the polylexical as foreign
language materia*, the word is reassembled and passed on to the next parsing level
as a whole (tagged with a summary word class tag, but also marked < c> for
"composite"). Otherwise, the hyphenated polylexical will be split into words bearing
their own tag string and a <hyphen> tag. The parser will then assign a syntactic
structure™ to the word, like N @NPHR and - ADJ @N< for the first and second
parts, respectively, of corvo-marinho (abird species).

A special case are hyphenated prefixes, like in anti-constitucional. Here, anti-,
since it isn't morphologically fused with the root, is not a "real" prefix in grapho-
morphological terms, and can be assigned its own word class and function tags. EC
@PREF ("elemento composto” functioning as prefix). In the newest version of the
parser (1999), hyphenated prefixes are treated as individual (EC-) words on the
morphological level only™. For syntactic analysis, EC-elements are re-fused onto
their “head”, and the resulting compound treated as one syntactic unit. Since
prefixes, unlike suffixes, do not usually have any influence on a word’'s word-class,
it makes sense to let EC-compounds inherit PoS and inflexion tags from the non-EC
element. Anti-constitucional will thus become an adjective, anti-soneto, contra-
indicagdo, contra-reforma, contra-chegque and contra-revolugao will become nouns.
Incidentally, anti- is the only “hyphenatable” prefix, where this word class
inheritance strategy is not universally successful, as the following examples show,
where ‘anti-’ prefixes anoun, but the resulting function is rather adjectival:

lel anti-resgate
comportamento anti-social
politica anti-semita
protesto anti-racismo
sentido anti-horario

As a compromise solution, in these cases, the parser will still tag form as N (noun),
but function as adjectival/attributive (@N<).

Non-hyphenated polylexicals are treated in the following way: non-varying
expressions are marked in the lexicon by '=" between words, expressions containing

“ Indications for foreign loan word status are, among other things, certain non-Portuguese letters or |etter-combinations.
In particular, Portuguese has no 'y’ or ‘w’, does not allow gemination of letters other than ‘rr’ and ‘ss’, and is very
restrictive as to which letters can end aword.

1> Both here and in the case of hyphenated prefixes, one could argue that ("syntactic") function categories are introduced
at the sub-word level. Since the distinctions made are subject to the same disambiguation procedures as word- or
sentence-level analyses, this is yet another example of progressive level parsing, where the same tools are used on
different levels, in order to incrementally achieve a more and more fine grained analysis.

18 Since usage isn't stable with regard to hyphenation, it is paramount that the parser be able to assign meaningful
analyses for both variants of the fusion/hyphenation dimorphia of prefixes, as well as handle inconstant hyphenation in
"hyphenatable” polylexicals. A proposed orthographical reform in Brazil would abolish much hyphenisation, yet define
alist of prefixes where hyphenation is mandatory, probably increasing the overal inter-individual variance of usage for
a few decades ... The EC-tag is optiona in the parser's output, and presently (1999) remains invisible, since the
hyphenated prefixes ar reattached by a filter-program at the syntactic output level.
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variable word forms receive ' '- linking, with '%' after element words that can be
inflected. In this last group (with variable non-hyphenated elements) one can find
idiomatic expressions and even proverbs. Since these are mostly of semantic interest,
the program - for now - ignores them, checking only for non-varying expressions,
with the important exception of incorporating verb structures and plurals of complex
nouns or adjectives. Also, with respect to proverbs and clause-level idioms, it seems
to be more interesting for a parser to assign syntactic structure in an analytical way
than to provide a summary treatment in a synthetic way."’

It is the preprocessor which has to identify and '=' - mark polylexical strings.
Technically thisis done by adding up running words to a potentia polylexical string,
until a maximum (at present: 4) is reached, or punctuation getsin the way, whichever
happens sooner. Thisis more difficult than it sounds, - a'.."WORD.." -structure, e.g.,
breaks a running string, but is allowed string-initially, whereas '..WORD,.." becomes
part of the string, but breaks it nevertheless, losing its *,' . When a string reaches
maximum, the following happens:

a) polylexical search with negative result:
A group of 4 words is checked (in aleft bounded fashion) first for long, then shorter

polylexicals. If none is found, the 4-word window moves one word to the right, and
the search process is repeated.

7 Another matter is, of course, machine trandation, where "synthetical treatment" is preferable and necessary for
assigning an idiomatic tranglation.

-37-



WORD1 WORD2 WORD3 WORD4 WORD5 ...
stepl | I
step 2 | |
step 3 |
step 4 *
step 5
step 6
step 7

> — — —

* |

*  WORDL1 is sent to single word processing.
** \WWORD?2 is sent to single word processing.

b) polylexical search with positive result (xxx):

If a polylexica is found, the 4-word window is reset with the new WORD1
immediately after the polylexical found.

WORD1 WORD2 WORD3 WORD4 WORD5 ...
stepl | I
step 2 | I
stegp 3 PXXXX XXX XXX XXXXX]
step 4 |
step 5 |
step 6 I I

Broken stringsare " finished" before progressing ...:

In this case, the flow of words is "broken" by punctuation, and a group of 4 words is
isolated by a comma which can't be bridged by a polylexical string. So, all
combinations up to the comma are tried before admitting WORDS5 to the search
string.

WORD1 WORD2 WORD3 WORD4, WORD5 ...
step 1 | I
step 2 | |
step 3 |
step4 * I |
step 5 [
Step 6 * % I
step 7 KKk I
|

*** \WWORD3 and WORD4 are sent to single word preprocessing.

... or, if a 2-word polylexical isfound (xxx):
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The remaining 2 words of the 4-word pre-comma group are checked first, before
progressing, then, the search window is reset to after the break (comma).

WORD1 WORD2 WORD3 WORD4, WORD5 ...
step1 | I
step 2 | I
step 3 XXX XXX XXX XXXXXX] |
step 4
|

The overlapping search is clearly necessary to find all possible combinations:
without punctuation breaks, n words may form n*(m-1) combinations of up to m
elements. With a depth of 4 this amounts to 3000 possible polylexicals for a 1000
word text.

It is crucia to begin with the longest string and then work backwards, one
might otherwise miss 3- or 4-word polylexicals, that "contain" smaller ones. E.g., In
Portuguese, ‘dentro=em'’ (inside) is a complex preposition, ‘dentro=em=breve' (before
long) a complex adverb. In searching from left to right one would miss out on the
(longer) adverb reading, because 'dentro=em’ is found first, and the search string
reset to start from scratch at position 3.

2.2.4.2 Word or morpheme: enclitic pronouns

Generally, in inflecting languages like Portuguese, future tense endings are regarded
as bound morphemes, whereas pronouns are classified as (free morpheme) words.
However, making things less easy for the preprocessor, Portuguese allows both to
appear as hyphenated "linked" morphemes, too. Consider the following examples:

(1a O comprel amanha. (I'll buy it tomorrow.)
(1b) Compra-lo-ei amanha.

(28) N&o o podefazer. (Hecan't doit.)

(2b)  N&o pode fazé-lo.

(3a8) Otinham visto. (They had seen him.)

(8b)  Tinham-no visto.

(4) Chove. (It rains.)

In (1b) the direct object pronoun 'o/'lo’ is placed mesoclitically, before the future
tense inflexion ending, which thus becomes enclitic. The preprocessor has to
recognise this structure and transform it into a canonical form, which the word-based
tagger can understand:

(1c) *Comprei- o amanha.

As can be seen in (2) and (3) both the stem and the enclitic pronoun undergo
phonetically motivated changes, the infinitive loosing its 'r' and receiving a stress
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accent, and the pronoun ‘0’ changing into ‘10" or 'no' depending on the preceding
sound. While this is more difficult than the recognition of simple strings of adjacent
words as polylexicals, it can become even more computing intensive to figure out
whether the form 'xxx&-|0' has to be canonised into 'xxxar- o' (infinitive) or 'xxxaz- o'
(irregular present tense 3rd person singular). The latter case is a morphological
ambiguity, which can only be resolved by consulting the core lexicon - something a
preprocessor isn't normally supposed to do.*®

Another, more syntactic, puzzle in the cited examples - at least from an English point
of view - isthe missing subject. A strict generative rule for sentence analysis, like 'S
-> NP VP, wouldn't work here. The subject is, in fact, represented by a bound
morpheme: -'é' (1), -am' (they) or -€' (he, it)*. This is one of the reasons why |
prefer to analyse a Portuguese sentence not as a binary entity consisting of subject
and predicate, or NP and VP, but as one big set of dependencies around a verbal
nucleus, with the subject being read as a facultative (valency bound) argument of the
verbal constituant. In (4) the subject argument, not being part of the verb's valency
pattern, is altogether missing, - it can not be expressed as an independent word.”

2243 The petebista-problem: productive abbreviations

Abbreviations have never been easy to recognize, neither for foreigners nor for
parsers. there are new abbreviations all the time, names of organisations, products,
new diseases, pharmaceuticals and others. Their morphology incorporates signs like
' -"and ', making it difficult to decide what is a sentence delimiter and what is part
of an abbreviation. Also, abbreviations can mimic other word classes, especialy
nouns, with gender category or even number inflexion.

But in (Brazilian) Portuguese newspaper and social science texts, they really
come alivel For example, the names of political parties or interest groups, of which
there are quite a few in Brazil, may have their abbreviations phoneticised letter by
letter. Thus'PTB' (a Brazilian Workers' Party) reads 'pe-te-be', which becomes a new
word root in its own right. Like many nouns and names, it may be suffixed with '-
ista, -ismo' and others. To make things even more complicated, letter names may

18 |n the PALAVRAS system, the preprocessor can access the main lexicon, both for this particular task and for others, -
like polylexical identification, or for checking verbal incorporation patterns.

9 This "subject pronoun inflexion morpheme" appears at the head verb of the sentence' verb chain, i.e. on the first
auxiliary, if there is one, or else on the main verb. In Portuguese this holds even if this verb is not a finite form, but an
infinitive. If the subject is (also) expressed as an independent word or group, there has to be agreement between the
overt subject and the "enclitic inflexion ending subject".

% The above also precludes a view defining clauses as structures containing more than one word. Portuguese utterances
like (4) are clearly sentences, and imperatives are an example that works for both Portuguese and English. Here, one
must either accept one-word sentences or redefine the notion of ‘word'. Is aword to be a blank space surrounded string,
a hyphen/blank space surrounded string, or can it include even fused enclitics that are morphologically indistinguishable
from inflexion endings (cp. chapter 2.2.2.2 and 2.2.4.2) ? Alternatively, one could emphasize the specia (syntactic)
status of a one-word “syntax-less’ utterance like imperatives by calling it a sentence that is not a clause (unlike ordinary
clauses that feature some kind of clausal nexus). For a more detailed discussion of word- and clause-hood, see aso the
VISL manual “Portuguese Syntax” (Bick, 1999).
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appear truncated or not, depending on phonetic harmony and vowel distribution: 'N'
may become both "-ene-' or 'en-'.

To solve this puzzle, | introduced all letter names in their various forms into
the suffix lexicon, with combination restrictions saying that they belong to the word
class'b' (abbreviation) and have inward compatibility only with other elements of the
same type. Certain suffixes (like -ista), then, allow for left hand combination with
these letter elements. Since letter names also appear in the root form lexicon, the
program can now analyse party member expressions as long derivation chains of
abbreviation letters (which, formally, stand for the party name word elements).
‘petebista’ isthus recognised as a Portuguese word, and reads in the analysisfile:

P <DERS T><DERS B><DERS -ista> N M/F S

In the same way, other productive expressions phonetically derived from
abbreviations, can now be tagged.

2244 Names: problemswith an immigrant society
In my system, | define the word class of proper nouns (lexicon entry 'n', PoS tag

'PROP) as capitalised words distinguished from nouns and adjectives by featuring
both number (S/P) and gender (M/F) as lexeme categories, not word form categories.

(1) LEXICON ENTRY TAG SEQUENCE
Filipinas <nfP> PROPF P
Dardanel os <nmP> PROPM P
Estados=Unidos <nmP> PROPM P
Amado <nmS> PROPM S
Berlim <nmS> PROPM S
Andrémeda <nfS> PROPFS
OMS <b-nfS> PROPF S
PC <b-nmS> PROPM S

Presently, there are about 1.300 names in the lexicon, consisting of single word
proper nouns, or lexicalised name chains™, about 8% being abbreviations, with a
male/female ratio of roughly 4:3 (this being about the same as for ordinary nouns).
Since proper nouns, like ordinary nouns, can trigger agreement in verb chains (‘A
OMS foi langada ...") or modifiers (‘o grande Amada'), Iexicon information is quite
important for disambiguation. The word 'a, which - among other things - can be
either a preposition of movement or a feminine article, can be disambiguated with
the help of the neighbouring noun's gender information in the following example.

1| define a name chain as consisting of at least one proper noun followed by any number of non-clausal dependents
(with capitalised nouns and adjectives) and/or (possibly capitalised) distinctors (like jr., V1), and preceded by any
number of capitalised prenominals and/or (possibly capitalised) pre-name nouns (titles etc.).
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(2a8) A méefoi aBerlim. (The mother went to Berlin.)
(2b) A méefoi aMaria (The mother was Maria.)

However, about 1-2% of all word forms in running text are (lexically) unknown
names?. This percentage is so high that even without the help of the lexicon, the
parser has to recognise the word forms in question at least in terms of their word
class. The obvious heuristics is, of course, treating capitalised words as names. On
its own, capitalisation is not a sufficient criterion, but in combination with foreign
word heuristics and some knowledge about typical in-name inter-capitalisation
elements (‘de’, ‘von’, ‘of"), the preprocessor can filter out at least some lexicon-wise
unknown names, and fuse them into PROP polylexicals.?®

Since the morphologica analyser program itself looks at one word at a time,
analyses it, and then writes all possible readings to the output file, it can only look
"backwards' (by storing information about the preceding word's analysis)®. Here
four®® cases can be distinguished, the probability for the word being a proper noun
being highest in the first case, and lowest in the last:

1. A capitalised word in running text, preceded by a another name (heuristic or
not), certain classes of pre-name nouns (<title>, e.g. 'senhor', <+n>, eg.
‘restaurante’, 'rua, '-ista-words and others) or the preposition 'de’ after another
name

2. A capitalised word in running text, preceded by some ordinary lower case word

3. A capitalised word in running text, preceded only by other capitalised words
(The headline case)

4. A sentenceinitial capitalised word®

Another distinction made by the tagger is based upon whether or not the word in
guestion can aso be given some other (non-name) analysis, and upon how complex
this analysis would be, in terms of derivational depth. The name reading is safest if
no known root can be found, and least probable where an alternative analysis can be
found without any derivation. Readings where the word's root part is short” in

%2 The numbers given are an average across different text types. In individual news magazine texts (like VEJA), name
frequency can actually be much higher.

% This feature of the preprocessor was only activated recently (1999), and the statistics and examples in this chapter
apply to corpus data analysed without preprocessor name recognition.

2 Even this minimal context sensitiveness is worth mentioning - TWOL -analysers, for instance, never look back at the
preceding word.

% |n an earlier version, cases 1 and 2 were fused, resulting in a somewhat stronger "name bias": because ordinary lower
case words would count as pre-name words, too, most upper case words in mid-sentence would get <HEUR> PROP as
one of their tags.

% The tagger assumes "Sentence initiality", if the last "word" is either a question mark, exclamation mark or a full stop
not integrated into an abbreviation or ordinal numeral.

%" To avoid overgeneration, a number of very short lexemes, like the names of letters (t& z&), have a <nd> (no
derivation) tag in the lexicon. These lexemes are completely prohibited for ordinary derivation, - though some also exist
in a special, for-derivation-only, orthographic variant, like letter-names (te, ze) that may combine with each other to
form productive "phonetic' abbreviations.
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comparison to the substring consisting of its derivational morphemes and inflexion
endings, are also regarded as less probable.

The following table shows in which cases the tagger will choose a (derived)
lexical analysis, a (heuristic) proper noun analysis, or both:
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Table: Name heuristics - decision table

Preceding context sentence- after only after lower |after name or
initial capitalised |caseword pre-name
Competing analysis words: noun
" headline"
underived, pre-name |lexical lexical lexical lexical
class
‘Senhor’
underived, not pre- |lexical lexical lexical lexical/PROP
name class (older version:
‘Concordo’ |exical/PROP)
long root, lexical lexical/PROP | lexical/PROP | lexical/PROP
derivational
'Palestr-inha
short root, lexical/PROP | lexical/PROP |lexical/PROP | lexica/PROP
derivational
‘Cas-ina
none PROP PROP PROP PROP

Originaly | worked with a very "soft" definition of a pre-name context (al words
that are not capitalised plus lexical pre-name expressions, even if they are
capitalised), and most capitalised words would get both the lexical and the name-
heuristic analysis. This kind of cautiousness is typical for the parsing system, and
exploits its "progressive level" characteristics - ambiguity not resolved on one level,
will be treated with better tools on the next. In this case, context sensitive Constraint
Grammar rules would do the job.

There is, however, areason for excluding ordinary lower case words from the
pre-name context, at least where the competing analysis is non-derivational (i.e.
inherently probable): Compound names retain more of their internal structure in the
analysis, if compound initial (capitalised) adjectives or pre-name nouns (titles etc.)
aretagged as ADJor N (3b), respectively, than in an al-name chain analysis (3a):

(3a) Escola PROP @NPHR Santa PROP @N< Cecilia PROP @N<
(3b) EscolaN @NPHR Santa ADJ @>N Cecilia PROP @N<

The price for the more fine grained analysis in (3b) is the risk of the tagger's not
handing a PROP analysis at all to the CG-disambiguation module in the case of
isolated upper case words that have a clear (non-derived) alternative analysis, like in
Barbara and Xavier, which both are simple adjectives in the lexicon (with the
meaning of 'barbaric' and 'annoying', respectively.



My present linguistic solution® is to opt for the more analytic description of
compound names and to tag some critical words as both PROP and ADJ or N in the
lexicon. Since only underived competing analyses pose a problem (derivationals also
in the new system still receive atag for the PROP alternative), the list of these names
IS quite short - a check on a 1.5-million word chunk of corpus yielded less than 150
different cases (which isn't much compared to the 2% overall frequency of names).

In the appendix section, a list of context sensitive CG disambiguation rulesis
given for the disambiguation of words which the analyser has assigned other PoS
tags alongside the proper noun tag. Apart from specific rules, which explicitly target
proper nouns, many other rules may contribute to resolving the ambiguity in an
indirect, cautious way - by eliminating competing PoS readings one by one, leaving
only the desired one.

An important contribution to the proper noun sub-section of CG-rules is the
structural information that follows from the recognition of certain types of name
chains, typical of Portuguese text:

(4a) Felipe Cruz Guimaraes
(4b) o presidente Fernando Collor de Mello
acarioca Maria dos Santos
0 senhor Aurélio Buarque de Holanda Ferreira
(4c) Hamilton Méellojr.
(4d) o critico de gastronomia Celso Nucci

(5a8) aGuiaQuatro Rodas
0 Grupo Rui Barreto
(5b) o restaurante Arroz-de-Hausa
(5¢) aGrande Sao Paulo
(5d) Europa Oriental

(6a) aDrake Beam Morin
(6b) o Instituto para Reproducdo Humana de Roma

(7a) Massachusetts Institute of Technology
(7b) Guns'n' Roses
(7c) Michael's Friends
The personal namesin (4) can all be described by the pattern:

(4) (N <title/prof/in>) PROP+ (de/do/da/dos/das PROP+) (jr./sr /1),

% |n standard mode, the parser today (1999) draws upon a special filter program written to capture likely name chainsin
a heuristic way after preprocessing and before morphological analysis, linking name chain elements in the same way
recognized polylexicals are (by ‘=" signs). Thus, the capitalised parts of most name chains (plus interfering ‘de’, ‘dos’,
‘von', ‘van’ etc.) become one-word units to the eyes of PALMORF, ensuring PROP analysis, but hiding most of the
analytical structure of the name unit.
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where brackets mean optional constituents, and the '+' means one or more
constituents of the same type. In the PROP+ chains | have chosen a "left leaning"
dependency analysis treating the first proper noun as the head and all others as
postnominals: @NP-HEAD @N< @N< ... A strong argument for this choice is the
fact that it isthe first proper noun (usually a person’s Christian name) that determines
the gender of the whole PROP chain. The same argument may be used in deciding on
a head for the name chain as a whole. Here, the leftward orientation continues, since
- if there is one -, the leading pre-name noun (atitle, for instance) will pass its gender
and number features on to the name chain as a whole. Consider the agreement
evidence in: os senhores Smith sdo ricos (plura), a rainha Smith é rica (Queen
Smith, feminine), or even (in a kindergarten role play) *a rainha George € bela
(feminine?). Of course, in many cases title and name have the same gender and
number anyway, or a gender ambiguous title like presidente may even draw its
gender feature from the following name. In a constructed, conflicting case, however,
the title "wins" the semantic struggle where surface marking is forced, like in the
example of subject complement agreement (rainha George € bela) - though | must
admit that | have yet to find a"real" corpus example.

Stress patterns in spoken Portuguese, English and Danish also support a "left
leaning" analysis: One would expect the modifying (‘special’) piece of information to
be stress-focused, as is indeed the case in "The White House", "Kennedy |r.", "King
George", which implicitly answer the question "which house?’, "which Kennedy?",
"which king?'. Finally, the modifier character of surnames is strengthened by the
fact that surnames are often derived from patronyms, toponyms or profession terms,
likewise specifying which of a number of bearers of the same Christian name is
targeted: "Peter Johnson/Sgrensen”, "Peter Bloomfield/Sprogg’, "Peter
Miller/Mgaller".

In some languages, Portuguese included, PPs are used to form surnames (cp.
'de’, 'of', 'von', 'zu’, 'van' etc. in the European melting pot), clearly suggesting
modifier etymology, and | will therefore treat recognisable prepositional groups in
name chains accordingly - i.e. as posthominal modifiers (cp. 4') - adding more meat
to the left leaning structural analysis. At the same time, the internal structure of the
PP isretained, i.e. the (first) name inside the PP is tagged as argument of preposition
(@P<).

Terms like jr.’, 'sr." and the Roman numerals, finally, are lexically marked as
post-positioned attributives, which also transates into a @N< function. If there is a
preceding pre-name expression, like a title (‘senhor’), a professional function
(‘presidente’) or an "ethnicity term" (‘carioca), then the whole name chain will be
regarded as a postnominal itself, the first proper noun in the chain bearing the @N<
tag that points to the pre-name noun. Sometimes the pre-name NP can be quite
complex, too - cp. (4d), where the interfering postnominal PP 'de gastronomia’ makes
it difficult (in terms of rule number and complexity) for the CG-rules to "see" the
link between ‘critico’ and the name chain.
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In some non-personal proper nouns, however, the pre-name term may be
capitalised (5a), suggesting a PROP reading. The rules concerned had to learn the
difference between pre-name terms that apply to persons (e.g. senhor, carioca,
typicaly lower case) and those that don't (e.g. Rua, Grupo, often upper case), thus
ignoring the upper case letter in the pre-name term and retaining its N reading, but
still assigning the same overall function pattern (i.e. postnominal function for all the
proper nouns in the chain, and nominal head function for the first word in the chain).
With the new, "harder" (i.e. less ambiguous aready at the analyser level), name
tagging protocol, this case has become a lot easier, in terms of CG rule economy?,
since for simple (underived) name chain initial nouns no PROP reading is generated
in thefirst place (i.e. on the lexical analyser's level).

In (5b) recognition of the pre-name term is easy (since it isn't capitalised),
whereas the hyphens in the name term have to be recognised by the preprocessor as
inter-word rather than intra-word, in order to make it possible for the parser to assign
the correct structure (the same asin 4b).

(50), findlly, is different in that the first word of the expression is marked as
part of the name structure by capitalisation, but could - internally - be described as a
prenominal attributive. In the old version, the lexical analyser establishes a word
class ambiguity between PROP and ADJ, which is then resolved in favour of the
PROP reading by the CG-rules, sacrificing the attributive reading, but gaining name
phrase continuity analogous to (4a)*. In the new version, in the case of a non-
derivational (ssimple) ADJ reading, no PROP reading is added (and thus no
disambiguation necessary). Here, the prenominal function will be recognised, but the
name chain continuity (expressed by the capitalisation of the adjective) is less
explicit.

Name chain final (capitalised) adjectives, as in (5d), are another matter - first,
aready on the tagger level, a backward look is possible, so (unlike in the chain
initial adjective case in 5c) the tagger has a strong reason to make 'Oriental’ part of
the name by adding a PROP tag, and, second, the postnominal @N< function tag
works for both the PROP and ADJ classes, so it is not (as in the chain initial ADJ
case) necessary to sacrifice the "part-of-the-name-ness" (expressed by the PROP tag)
in order to achieve a structurally accurate description.

(6a) is the prototypical case of a (foreign) firm name - a colourful string of
multinational names without immediately recognisable internal structure and usually
without any lexicalised proper noun anywhere in the chain. Firm names are nearly

# meaning either fewer rules needed to achieve the same result, - or a better result achieved with the same number of
rules.

% |t is admittedly hard to make this choice. My general approach is to regard name chains as "leaning left", i.e. having
their head in the leftmost capitalized word. This is why premodifiers of names must either (if lower case) stay outside
the name chain proper (like the article in 'a Maria Moura) or (if upper case) become head of the name chain. Of course,
<title> type nouns "tolerate” this treatment much better than adjectives, i.e. their chain internal function is described
more adequately. On the other hand, it is very hard to ascertain how long an etymological adjective retains is adjectivity
inside a name chain: Is 'pacific/atlantic' in 'The Pacific/Atlantic Ocean' still an adjective? Why, then, is it possible to
substitute 'The Pacific/Atlantic' for the whole chain? Why does 'Ocean’ get stress marking, and not the modifier
'Pacific/Atlantic'? My present choice is to treat some fixed expressions (" Pacific=Ocean") as single lexical units in the
PALAVRAS lexicon, and to opt for the prenominal adjective reading in al the others.
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always treated as feminine in Portuguese, which might be exploited heuristically in
this case. Otherwise the chain is treated as in (4d), as a kind of analytical default.
(6b) is an example for the prototypical institution name, which usually boasts much
more internal structure. In fact, due to the scarceness of contiguous, "(6a) - type",
potential nominal heads (which would favour the name reading over the noun
reading, since the first alows for @NPHR @N< @N< ... chains31), the word class
distinction between noun and name does not structurally make any difference in this
case:

8 'o DET @>N
'Instituto’ N/PROP @NPHR
‘para PRP @N<
'Reproducéao’ N/PROP @P<
'Humana ADJ/PROP @N<
'de PRP @N<
'Roma N/PROP @P<

The worst case scenario (7) are foreign language name chains containing
syntactically important particles or content words with lower case first letters. As
long as al words in the chain are capitalised, an approximate analysis can be
obtained by assigning the PROP word class to all members of the chain allowing for
afunctiona structure likein (4d). The examplesin (7), however, contain the particles
'n', 'of' and the apostrophed inflexion morpheme "s in lower case letters. The only
easy solution to this problem is to enter the most frequent of those (English) particles
into the (Portuguese!) lexicon. Thus, 'of' (as well as Dutch 'van' and German 'von') is
listed as PRP, and -'s as <genitive> PROP M/F S. Thus, (7a) gets a fair internal
analysis® (Massachusetts @NPHR Institute @N< of @N< Technology @P<), while
(7c) has to live with a proper noun reading for the 'ssmorpheme - which at least
guarantees name chain continuity (Michael @NPHR 's @N< Friends @N<). Only
(7b) remains a total failure, the colloquia short form of the English co-ordinator not
being listed in my Portuguese lexicon.

Are there aternatives to the semi-heuristic solution to the name chain problem
proposed above? A short glance at the telephone directory of any larger town may
convince even the most optimistic linguist of the futility of comprehensive dictionary
cover for the whole word field. However, the real problem are not all the names that
are treated heuristically, but only the ones that can aso be assigned some convincing

%! The only capitalized @N< word in the chain is 'Humana where the competing reading is not N, but ADJ, which has
no problem with being mapped as attributive postnominal (@N<).

%2 While one might regard 'Massachusetts as a prenominal (@>N), from an English point of view, the principle of the
'left leaning name chain' demands the nominal head reading, which is also more appropriate from a Portuguese point of
view, where names do not normally appear prenominally.
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(i.e,, not too complex) derivational analysis, one that escapes the heuristic filters
described above. Research on large corpora can weed out the high frequency cases of
these words, which can then be entered into the lexicon. Checking against a 35
million word corpus, where | filtered the output of the parser for derived and
unknown words, | found only some hundred words (118 word form types) where a
derivative analysis had - wrongly - been preferred over the proper noun analysis.®
Many instances were syntactically isolated in one-word headlines or brackets. 10
lexemes accounted for half the cases. Quite a few of these words had been given a
derivative analysis with very short or rare roots (‘'mar’ for ‘Marid, 'pa for Paulo, 'the
chemical element ‘francio’ for 'Francisco’, 't€, 'fé and 'z&). Since | have atag in the
lexicon (<nd>) for non-deriving lexemes, it was easy to prevent these roots from
overgenerating. For others, like the group Cristiana, Cristiano, Cristina (root ‘crista)
entering the names into the lexicon may be the appropriate solution.

It was not quantitatively possible to inspect the large corpus (especially
sentence initial words) for the opposite error, i.e. preferring a proper noun analysis
over alexical derivational analysis, but shorter samples suggest that sentence initial
derived words are much less frequent than names. In mid-sentence, finaly, the
contextual constraints are quite effective and likely to make the right choices.

A final, though, quantification on 21.806 words from the Borba-Ramsey corpus,
containing 452 (2.1%) of (real or supposed) name chains, yielded an error rate of 2%
for the PROP class (positive and negative errors combined, shaded in table 9). This
is higher than the parser's usual morphological/PoS error rate of under 1%, but one
must take into consideration that all 11 errors occurred heuristically, mostly with
lexically unknown words, of which half were spelled incorrectly.

(9) Table: name frequency statistics

correct analysis: Proper noun |Other, simple Other, derived
chosen tag:
PROP 79 (17.5%) 0 0
<HEUR> PROP 362 (80.1%) 2 (0.04%) 0
Other word classes 9 (2.0%) - -

The 2 cases of wrong positive choice were the sentence initial words Lagartixou
(which should have been a verb, derived from lagarto - 'lizard’), and Les (misspelled
for the verbal inflexion form Lés - of ler 'to read’). Of the 9 cases involving wrong
negative choices, 4 were names spelled in lower case (geraldinho, juragy, sanhaco,
playboy), 2 were sentence initial words aso occurring as common nouns (nogueira -
nut tree, and bezerra - 'female caf'), one was a place name (Santo Amaro, read as a

¥ These statistics were done with an older version o the parser, which included ordinary lower case words in the pre-
name context. With the up-to-date version, there is not such a strong bias in favour of PROP readings, and the
percentage of false positive choices of a derivational reading might be expected to be somewhat higher.
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common NP, 'bitter saint’), and the remaining 2 were a noun chain consisting of
simple nouns and last, alexicon error (Nossa=Senhora - only - as interjection).
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2.2.4.5 Abbreviations and sentence boundary markers

PALMORF treats abbreviations more like a morphological feature than aword class:
the tag <ABBR> is added to other - inflexionally defined - word classes. Logically,
abbreviations mirror the inflexion categories (like gender and number) of their host
classes:

D

PROPF S VARIG (the national air carrier), ARENA (aparty), Sudene
(Superintendéncia do Desenvolvimento do Nordeste, aregional
development institution), Mercosul (The South American Common
Market)

PROPM S AM (Amazonas, a federal state)

PROPF P EUA or EU.A. (USA")

NMS Al5 ("Ato Institucional 5", adecree), c.-el (coronel, atitle)
NFS Aids, aids, SIDA (3 variants of 'Aids)

NMP bps (bauds per second)

ADJM/F SP  bras. (brasileiro, 'Brazilian', underspecified for number/gender)
ADV c/c (conta corrente, ‘a conto'), S.E. (‘southeast’)

An argument in favour of not regarding abbreviations as a separate word class is the
fact that abbreviations tend to evolve into full words over time. For this there are
both semantic indicators (people don't know any more what the abbreviation stands
for, anayticaly, like in VARIG) and formal indicators, like productive derivation
(cp. the discussion of 'petebista’ in 2.2.4.3) and lower case transformation of in-word
capitals (Sudene). In the last case, the word will "fedl" like a proper noun, the
abbreviation status being based only on etymology. Finally, on a morphosyntactic
level, it would seem counter-intuitive to relegate distinctions like "adjectivity" or
“adverbiality" to secondary tags, and assign one homogeneous word class tag (for
example, <adj> ABBR or <adv> ABBR) to words with a functional distribution of
such diversity.

Abbreviations built from noun phrases may go all the way from a traditional
capitalised abbreviation (SIDA), over the "name stage" (Aids, upper case) to a
"common noun stage" (aids, lower case). The distinction between names and nouns
is thus very fuzzy for abbreviations®, and this fuzziness is visible in the tagger's
lexicon, too. Where abbreviation noun phrases do not contain proper nouns, and not
denote people, groups of people, institutions, parties or countries (entities that can
function as human agents syntactically), | have assigned N rather than PROP class.

* The lexeme category test for number (otherwise used to distinguish between N and PROP), feels somewhat awkward
in this case, too, since it would apply to an NP rather than a word (the prototypical inflexion bearer). Al5 (Acto
Ingtitucional 5) as a whole cannot, of course, be pluralized, but acto (its head) or even the unnumbered 'acto
institucional' can.
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Unlike other words, abbreviations may* contain

a) word internal capitalisation even in non-headline text (VARIG, eV)

b) punctuation and other non-letter characters, word internal or word final:
- full stop: av. (avenida)
- dash: c.-a (conpanhia)
- slash: d/d (dias de dato)

While the recognition of dashes and slashes as word internal is not a banality (one
needs corresponding lexicon entries and a tagger with a "soft" notion of word
delimiters), full stops are a particular nuisance. In order to weed out the alternative
reading "sentence delimiter”, it is necessary (a) to distinguish between those
abbreviations that can appear in sentence-final position and those that can't
(especially "title" abbreviations like cap., card., com., dr., fr., gen., gov., insp., |.,
maj., pres., prof., r., rev., s., sarg., sr., ten.), and (b) check the following word for
potential "sentence-initiality” (i.e., upper case first letter). The last check (c) is for
single capital letters, which may be part of a name chain when followed by an upper
case word (e.g.. J.P.Jacobsen, where, incidentally, the 'J.' is so much part of the
name, that its pronounciation, 'l', does not disturb any educated Dane).

(2) Flow chart: abbreviation or clause boundary?

title abbreviation ? (@

/es i N
in-sentence <ABBR> followed by lower case ?(b)
A\

in-sentence <ABBR> lower case abbreviation?
(c1)
y€es - no
in-sentence <ABBR> one-letter abbreviation ?(c2)
in-sentence <ABBR> <ABBR> + $. (sentence delimiter)

% Since these traits are not universal, they can't be used by the tagger for defining abbreviations. Cp. the "ordinary
looking" Ag (silver) and cd (the Sl-unit candela) to the more distinctly "abbreviational" ag. (august) and CD (compact
disk) or Cd. (cadmium).
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Another case, where meaning bearing characters and punctuation can form a word
together, are Arab numbers (tagged NUM <cif>).

(3a) 12.7
1,000,000
12-7
3/4
3.4
(3bl) o 10. mandamento
(3b2) Vga capitulo 7.
(3b3) Tomo VII.
(3c) a22Guerra Mundial
0 5°degrao
(3d) A aulacomega as8h15

Here, a dot, comma, slash, colon or dash flanked by numbers without spaces (3a),
will be regarded as numeral-internal. Thus, both 12.7 and 1,000,000 will receive the
tag chain ‘<cif> <card> NUM M/F P’'. Also more complex expressions like 12-7, 3/4
or 3:4 will be recognised as numeral wholes.

If the dot isword final (3b), however, the word class ‘<ord><NUM> ADJ M/F
S is assigned, classifying ordinal numbers as a subclass of adjectives. Unless, that
is, the number is an integer smaller than 100, and the tagger has classified the
preceding word as a prenumera (tag <+num>, e.g. ‘Veja capitulo 7.' - 'See chapter
7.). In this case the dot is treated as sentence delimiter, and the numera as
‘<cif><card> NUM @N<‘. Roman numeras (3b3), by contrast, are lexicaly treated
as a special class of (post-positioned) attributive adjectives, and their postnominal
(@NK<) function is assigned in the same way as for name chains (Dom Pedro | - Dom
Pedro the first), the difference between (3b2) and (3b3) being that between a valency
bound NP-constituent (‘chapter 7' - <card> NUM, meaning "seven") and a modifier
(‘volume VII' - ADJ, meaning "seventh"). This way, consistency is maintained
between the treatment of Roman numerals and other ordinal numbers (which in my
system of morphologically motivated word class distinctions have to be tagged ADJ,
because they inflexionally behave exactly like other, more "prototypica™ adjectives).

Like in English '2nd', '3rd', Portuguese has letter markers for ordinal numbers
(3c), '@ (feminine singular) and '® (masculine singular), the morphological tag string
being either ‘<ord><NUM> ADJ F S (a 22 Guerra Mundial -The Second World
War) or ‘<ord><NUM> ADJM S (o 5° degréo the 5th degree).

Worst is case (3d), where the letter 'n' (for hora - hour) intrudes into a string of
numbers without blanks. Here, if the 'h' isin the 2nd or 3rd position, indicating a one
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or two digit number of hours®, the tag will be <cif><temp> ADV denoting a
temporal adverb.

% The 'h' notation is not restricted to the 24-hour-clock, it also appears in connection with, for instance, sports results:
300 quilémetros em 30h35.
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2.2.4.6 The human factor: variationsand spelling errors

In spite of repeated joint Luso-Brazilian efforts to establish common norms for
Portuguese orthography, the two language varieties, European and Brazilian
Portuguese, are slowly drifting apart, first of al in terms of pronunciation, but more
and more visibly aso in spelling. Any tagger for Portuguese must take this into
consideration®’.

1. 'c’ and 'p' before 'c', '¢' and 't' in etymologically Latin consonant clusters are

often dropped in Brazilian pronunciation and spelling, but always preserved in

L uso-Portuguese: activo - ativo, nocturno - noturno, accao - acao

o 2. Stressed vowels before 'n' and 'm' receive the circumflex in Brazil (*closed"
nasalised pronunciation), but acute in Luso-Portuguese ("open” pronunciation):
andnimo - andnimo, ConNvénio - ConNvenio

e 3. Luso-Portuguese 'mn' and 'nn' is in some words reduced to 'n' in Brazil:
CONOSCO - CONNOSCO, indene - indemne

o 4. the[kw] - or [gw] - pronunciation of ‘qu’ or 'gu’ before light vowels is marked
orthographically in Brazilian Portuguese with the umlaut sign: agientar -
aguentar.

» 5. The open pronunciation of '€ in 'eia and 'eico’ is only marked by accentuation
in Brazil: idéia - ideia

« 6. 'oi' dternateswith 'ou’, the last one being preferred in Brazil

o 7. There are afew differences in the accentuation of verbal endings, asin caiu -

caiu, amamos - amamos (preterito perfeito tense) perdbo - perdoo

Only for a few cases (especialy in group 1) these variations are listed in the main
lexicon or the inflexion endings lexicon (most of group 7). In al other cases
PALMORF "knows" the Brazilian form, and tests for variation possibilities if a first
analysis fails. This test is based on simple string substitution, using the following
pairs.

D

~ A~ A~ & &

Brazil |[c |¢ [t |c |¢ |t ém|on |6m |ou |gu|qu|n |n |éa |écC

7

ém|on |ém |oi [gu|qu|mn |nn|eia |eic

3%

Europe |cc |cc |ct |pc |pc |pt

Some spelling variation in my corpus is due to "phonetic spelling”, i.e. an author's
attempt to "invent" a spelling variant for local-dialectal or colloquial-sociolectal
differences in pronunciation, as in 'r-dropping’, where the [H]-pronunciation of

3" Many of the examples below would be made obsolete by a proposed orthographic reform abolishing many accents,
but - first - the reform isn't very likely to pass all bureaucratic and ideological hurdles any time soon, and - second - texts
would still mirror the older use in an unpredictable and personal way. Therefore, accent-adding or -removing heuristics
may be the most sensible solution.
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word-final 'r', especialy in infinitives, approaches the zero-morpheme: *ama - amar
(to love), *agradecé - agradecer (to thank), * mulhé - mulher (woman).

The quantitatively most demanding problem, however, is faulty accentuation,
due to typist errors when compiling the corpus (the Borba-Ramsey corpus on the
European Corpus Initiative CD-ROM was not scanned or collected from pre-existing
electronic text, but typed), or to 8th-bit-ASCII losses in traffic accidents on the
information highway (where only English gets a safe ride). Removing or adding
accentuation may, however, lead to mistakes, where both the accentuated and the un-
accentuated word form represent perfectly normal lexical items, as in maca
(hammock), maca (club) and macéa (apple). Also, there might be ambiguity as to
which accent to add. Therefore, most of the accentuation heuristics module is only
used on otherwise unanalysable words. Safe bets are the adding of the til in word
final ‘a0’ and 'oes’ (which are nearly unthinkable without the accent), yielding ‘a0’ and
'0es, whereas the change of 'c' into '¢' before dark vowels is much more likely in the
suffix '-¢céo' (plural '-¢bes) than, say, in word-initial position.

Of the non-nasal accents in Portuguese, the grave accent only appears when
the preposition a is fused with pronouns whose first letter is'a: a (=a a), as (=a as),
aquela (=a aquela). Since, on the tagging level, the parser has not yet enough
contextual knowledge to disambiguate the isolated pronoun from the misspelled
fused form a + pronoun, no accent-adding is attempted here.

The acute and circumflex accent spelling errors are handled by the tagger
module in the following way:

If thereisno prior analysis, and if:

(al) theword containsno accent, and only 1 vowel
-> add an acute accent to the vowel
-> if theword is still unanalysable, add a circumflex instead

(a2) theword contains no accent, and morethan 1 vowel

-> |ook the word's potential stems up as unaccented root-forms ("R-forms") in the

lexicon.

Since the acute- and circumflex- accents in Portuguese - besides denoting vowel
opening in 'e and '0' - are used as stress markers, and since stress can change in
derivation, - accented potentially suffix-taking word stems (i.e. typically nouns and
adjectives®) have "R-forms" (derivation root forms) entered in the lexicon, where
the accent has been removed. Ordinarily, these are intended only to be used in
combination with a stress-taking suffix, like '-avel' or '-inho'. In the spelling
correction module, however, this condition is suspended, and "R-forms' may be used
to recognise missing accent errors in suffix-less words. There are (acute- and

% Verbs, too, combine with a number of suffixes, but all verbs base forms (infinitives) have oxitonous stress, and since
accents in Portuguese are stress markers, no extralexicon entry is necessary here.
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circumflex-) accented words without R-forms, but these are typically one-syllable

words with word-final vowel, where Portuguese orthographic convention adds

accents with a phonetic distinctive value. These words are covered by procedure

(al).

->  if theword is still unanalysable, try the acute accent on one vowel after the
other.

This procedure covers the few cases of multi-syllable function words (i.e., without

R-forms) or missing accent errors in verb forms - other than monosyllabic (al) - that

are not covered by Luso-Brazilian variation rules.

(bl) theword doescontain an accented vowel

->  remove the accent, unlessit is located word-final

Word-final accents may be changed but not removed, because (a) this accent position
israrely chosen by error, and (b) word-final unaccented vowels, mimicking inflexion
endings, bear agreat risk of overgeneration, i.e. false positive analyses.

->  if theword is still unanalisable, exchange acute and circumflex instead

In the final analysis, in order to retain corpus fidelity®, all changes - variation or
spelling correction - are marked with the ALT-tag (='dtered'), after the word formin
guestion. The only exception are variations listed separately in the main or inflexion
endings lexicon. These will sometimes be marked as rare (<Rare>), Brazilian (B) or
European (L), but no canonical form will be given.
Below a short list of examples indicating the use of the ALT-tag:
)
moiro ALT mouro
"mouro” ADIJM S
"mouro” NM S

(al) veALTvé
"v&' <Rare>NM S
"ver" V IMP 2SVFIN
"ver" V PR 3SIND VFIN

(@2) inaudivel ALT inaudivel
"inaudivel” ADJM/F S

(b1) francésa ALT francesa
"francés' NF S
"francés' ADJF S

¥ |deally, any analysed corpus excerpt should allow the reconstruction of the original text. Therefore, al word form
changes, typically introduced by the preprocessor, like splitting of fused preposition-determiner units (da, nele , marked
by <sam>-tags), fusion into polylexicals (em=vez=de) or orthographical canonisation (the "ALT-case") must be marked
on the altered form.
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polos ALT polos
"polo"NM S

Obviously, such changes may create unrealistic words with unwanted and
improbable analyses. Thus the slang-decoder rule that changes word final '-& into an
infinitive '-er' might, for the French-Portuguese word atelié, permit an analysis like
"attelatiater”, by wrongly "recognising” an infinitive ending and reducing the word
to the root 'tela - while drawing upon both prefix- and suffix-lexica. Therefore,
derivational depth islimited in these cases, to one prefix (and no suffix). Similar, but
less rigorous, restrictions apply to Luso-Brazilian variation and spelling correction.

2.2.4.7 Heuristics: Thelast promille

About 0.05% - 0.2% of lower case word forms in running text cannot be reduced to
stems found in the PALMORF lexicon, even when using the derivational, variational
or correctional modules described earlier. Name heuristics is not used on lower case
word forms, exceptions like unknown pharmaceutical names being treated as
common nouns.

Since the parser's higher levels (for example, syntax) need some reading for
every word to work on, these unanalysable lower case word forms need to be given
one or more heuristic readings with regard to word class and inflexion morphology.
Three main groups may be distinguished, comprising of roughly one third of the
cases each (Cp. the corresponding statistics table in 2.2.6 on recall figures):

a)  orthographic errors not detected by the accent module
b)  unknown and underivable Portuguese words or abbreviations
c)  unknown foreign loan words

Sadly, for optimal performance, the three groups would require different strategies.
Foreign words appearing in running Portuguese text are typically nouns or noun
phrases, and trying to identify verbal elements only causes trouble. In "real"
Portuguese words without spelling errors, structural clues - like inflexion endings
and suffixes - should be emphasised. These will be meaningful in misspelled
Portuguese words, too, but, in addition, specific rules about letter manipulation
(doubling of letters, missing letters, letter inversion, missing blanks etc.) and even
knowledge about keyboard characteristics might make a difference.

Motivated by a grammatical perspective rather than probabilistics, my
approach has been to emphasise groups (@) and (b) and look for Portuguese
morphological clues in words with unknown stems. Since prefixes have very little
bearing on the probability of a word's word class or inflexional categories, only the
inflexion endings and suffix lexica are used. As in ordinary analysis (chapter 2.2.3)

“0 These figures are heavily dependent on text type and corpus quality (i.e. number of orthographical errors). As |
corrected and improved my lexica, the percentage of unanalysed word forms has fallen to well below 0.1% for "good
quality” texts.
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the tagger tries to identify a word from the right, i.e. backwards, cutting off potential
endings or suffixes and checking for the remaining stem in the root Iexicon (the main
lexicon). Normally, using Karlsson's law (Karlsson 1992, 1995, discussed in chapter
3.4), the tagger would try to make the root as long as possible, and to use as few
derivational layers as possible. For unanalysable words, however, | use the opposite
strategy: Since | am looking for a hypothetical root, inflexion endings and suffixes
are al I've got, and | try to make their half of the word (the right hand part) as large
as possible.

Working with a minimal root length of 3 letters, and calling my hypothetical
root 'xxx', | will start by replacing only the first 3 letters of the word in question by
'xxx" and try for an analysis, then | will replace the first 4 letters by 'xxx', and so on,
until - if necessary - the whole word is replaced by 'xxx'.** For a word like
ontogeneticamente the rewriting record will yield the chain below. Here, the full
chain is given, with all readings encountered in the process. In the real case,
however, the tagger - preferring long derivations/endings to short ones - would stop
searching at the xxxticamente -level, where the first group of readings is found. In
fact, the adverbial use of an adjectively suffixed word is much more likely than
hitting upon, say, a "root-only" noun whose last 9 letters happen to include both the
-ico' and the -mente’ |etter chains by chance.

In the readings lists, the tagger uses '##' to earmark lines it wants to discard
because they only differ from the preceding one by deriving from a different base
form, a distinction that is irrelevant with imaginary roots. Even in ordinary
derivation (i.e., with real roots), the base form lexeme distinction for derivations is
not upheld*, because it has no significance for the word's word class and inflexion
traits (which are based purely on the last suffix and its endings).

(1) Flow chart: xxx-roots

ontogeneticamente -> no analysis

xxxogeneticamente

xxxgeneticamente

xxxeneticamente

xxXxneticamente

XXxeticamente

xxxticamente -> suffix -ico' (variation '-tico’) + adverbia ending -mente’
"ontogene” <DERS -ico [ATTR]> <deadj> ADV

“ A similar method of partial morphological recognition and circumstantial categorisation might be responsible for a
human being's successful inflexional and syntactic treatment of unknown words in a known language; the Portuguese
word games "collorido" (president Collor & colorido - 'coloured’) and "tucanagem" (the party of the tucanos &
sacanagem - 'dirty work"), for instance, will not be understood by a cultural novice in Brazil, even if he is a native
speaker of European Portuguese - but he will still be able to identify both as singular, the first as a past participle (*-do’)
and the second as an abstract noun (*-agem’) of the feminine gender.

“2 Of course, in words without derivational morphemes, the distinction of different stems is semantically important even
in the case of identical word class and inflexion traits, and it will be upheld and later disambiguated contextually.
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Xxxicamente

xxxcamente
xxxamente

xxxmente
xxxente

xxxnte
xxxte
XXxe

"ontogene” <DERS -ico [ATTR]> <deadj> ADV ##*
-> suffix -ico' + adverbia ending -mente’

"ontogene” <DERS-ico [ATTR]> <deadj> ADV

"ontogene” <DERS-ico [ATTR]> <deadj> ADV ###

"ontogenea’ <DERS-ico [ATTR]> <deadj> ADV ###

"ontogeneo” <DERS -ico [ATTR]> <deadj> ADV ###

-> adverbial ending '-mente’ (variation -amente’)
"ontogenetico” <xxxo0> <deadj> ADV

-> "present participle”-suffix "-ente
"ontogeneticamer” <DERS -ente [PART.PR]> ADJM/F S
"ontogeneticamer” <DERS -ente [AGENT]>N M/F S
"ontogeneticamir" <DERS -ente [PART.PR]> ADJ M/F S ###
"ontogeneticamir" <DERS -ente [AGENT]> N M/F S ###

-> causative suffix -entar* + verbal inflexion ending -¢
"ontogeneticam” <DERS -ar [CAUSE]>V PR 1/3S SUBJ VFIN
"ontogeneticam" <DERS -ar [CAUSE]>V PR 1/3SSUBJVFIN ###
"ontogeneticama’ <DERS -ar [CAUSE]>V PR 1/3SSUBJVFIN ###
"ontogeneticamo” <DERS -ar [CAUSE]>V PR 1/3SSUBJVFIN ###
"ontogeneticamo” <DERS -ar [CAUSE]>V PR 1/3SSUBJVFIN ###

-> verbal inflexion ending '-€
"ontogeneticamenter” <xxxer> V IMP 2SVFIN
"ontogeneticamentir" <xxxir> V IMP 2S VFIN ###
"ontogeneticamenter” <xxxer> V PR 3SIND VFIN
"ontogeneticamentir" <xxxir> V PR 3SIND VFIN ###
"ontogeneticamentar” <xxxar> V PR 1/3S SUBJVFIN
-> no derivation or inflexion
"ontogeneticamente” <xxx>NF S
"ontogeneticamente” <xxx>N M S

Roots with 'xxx' are present in the core lexicon alongside the "real" roots, including
the necessary stem alternations for verbs:

(2) xxx-roots: lexicon entries

XXXH=H<SE XXXSHHHHH#54572 feminine noun, typically foreign
XXXH=H<SM XXX SHHHHEHH#H5457 3 masculine noun, typically foreign
XXX-HXXxar#<var>#BbCcHHHH<xxxar>#54576 stem-stressed forms of -ar'-verbs
XXX-HXXXer#<v-er>#BhCcHHH#H<xxxer>#54574 stem-stressed forms of -er'-verbs
XXX-HXXXI M#<V-1 r>HBOCCHHHH<XXXI I>H#54575 stem-stressed forms of -ir'-verbs
XXX SH=H<SE XXX SHIHHIHHHEASTT feminine noun, typically Portuguese
XXXarf#=H<amf>HHHH#H#59547 Portuguese "-ar'-adj ective*

3 The only difference between this line and the preceding is the distinction between N and ADJ for the hypothetical
roots 'ontogene’, a difference not showing on the tag line, but immanent in the way the parser tests all root possibilities.
In the development version of the parser, tags for root identity number do show the difference. As mentioned above, the
‘#H-mark means that the line is tag-wise superfluous and scheduled for deletion by local disambiguation.

“ This suffix is regarded as a variant of "-ar', and therefore normalized in the DER-tag: <DERS -ar [CAUSE]>.
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Xxxar-#1#<vt>#Aa D#HH##H<xxxar>#54578 endings-stressed forms of "-ar'-verbs

XXX ErH=H<SM>HHHHHH54666 masculine noun, typically English*
XXXer-#1#<Vi>HA al DHHH#H<xXxer>#54579 endings-stressed forms of "-er'-verbs
XXX af=H<Sf XXX SHHHHH#H54665 feminine noun, Latin-Portuguese*
XXX r-#1H<VI>H#A al DHEH#HH<XXXIr>#54580 endings-stressed forms of *-ir'-verbs
XXXOH=H<ad] XXX >HHHHH#H54581 ordinary Portuguese adjective

XXX OH=H<SM. XXX >HHFH#H#H 154582 masculine noun, typically Portuguese

Besides the typica stems ending in -0, '-a and '-r', default stems consisting of a
plain 'xxx' have been entered to accommodate for foreign nouns with "un-
Portuguese" spelling. Like many other languages, Portuguese will force its own
gender system even unto foreign loan words, so a masculine and a feminine case
must be distinguished, for later use in the parser's disambiguation module.

Since the tagger's heuristics for unknown words prefers readings with endings
(or suffixes) to those without, and longer ones to shorter ones, verbal readings
(especialy those with inflexion morphemes in 'r', 'a or '0) have a "natura"
advantage over what really should be nouns or adjectives, especialy when these
appear in their uninflected singular base form. Lexicon-wise, this tendency is
countered by adding three of the most commonly ignored nominal cases specifically
into the lexicon: (&) English '-er' nouns otherwise only taken as Portuguese
infinitives, (b) Latin-Portuguese '-ia’ nouns otherwise only read as verbal forms in
the imperfeito tense, and (c) "-ar' adjectives otherwise analysed only as infinitives.

Rule-wise, verbal readings alone are not alowed to stop the heuristics-
machine, - it will proceed until it finds a reading with another word class on its way
down the chain of hypothetical word forms with ever shorter suffix/endings-parts. In
other words, the heuristics-machine will record verba readings, but only stop if a
noun, adjective or adverb reading is found in that level's cohort (list of readings). In
this context, participles and gerunds - though verbal - are treated as "adjectives' and
“adverbs', respectively, because they feature very characteristic endings (*-ado’, '-
ido', '-ando', -endo’, -indo’).

This raises the possibility of the heuristics-machine progressing from multi-
derived analyses (with one or more suffixes) to simple analyses (without suffixes)
before it encounters a non-verba reading. In this case, the application of Karlsson's
law does still make sense, and when the heuristics-machine hands its results over to
the local disambiguation module, this will select the readings of lowest derivational
complexity, weeding out al (read: verbal!) readings containing more (read: verbal!)
suffixes than the group selected.

In the misspelled French word 'entaente’, for example, the verbal reading

(3@ "enta' <DERS-(ent)ar [CAUSE]>V PR 1/3S SUBJ VFIN,

from the 'xxxaente'-level, is removed, leaving only underived verbal readings - form
the 'xxxe'-level - along with the desired noun singular reading from the 'xxx'-level.
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(3b) entaente ALT xxxaente ALT xxxe ALT xxx
"entaenter” <xxxer> V IMP 2SVFIN
"entaentir" <xxxir> V IMP 2SVFIN ###
"entaenter” <xxxer> V PR 3SIND VFIN
"entaentir" <xxxir> V PR 3SIND VFIN ###
"entaentar” <xxxar> V PR 1/3S SUBJVFIN
"entaente" <xxx> NFS
"entaente" <xxx> NM S

Apart from word-internal disambiguation according to Karlsson's law
(concerning minimal derivational complexity, cf. chapter 3.4), the lexical analyser
module doesn't do any disambiguation - thisis left to the CG-module. Thus, the word
class choice between V and N will be contextual (and rule based), as well as the
morphological sub-choice of mood and tense (IMP - PR IND) for the verb, and
gender (M - F) for the noun. In the prototypical case of a preceding article, the verb
reading isruled out by

(4a) REMOVE (V) IF (-1 ART)
and the gender choice is then taken by agreement rules such as

(4b) REMOVE (N M) IF (- 1C DET) (NOT -1 M)
REMOVE (N F) IF (- 1C DET) (NOT -1 F)

Consider the following examples of "unanaysable" words from real corpus
sentences, where the final output, after morphological contextual disambiguation, is
given:

(5a) inventimanhas ALT xxxas (also: one ADJ and three rare V-readings)
"inventimanha" <xxx> N F P 'tricks
itamaroxia ALT xxxia (aso: V IMPF 1/3SIND VFIN)

"itamaroxia' <xxx> N F S 'president Itamar + orthodoxy'

(5b) corruptograma ALT xxxograma (3 other NM S-readings removed by local disambiguation)

"corrupt” <DERS -grama[HV]> N M S ‘corruption diagram’

araraquarenses ALT xxxenses (3 other ADJ readings removed by local disambiguation)
"araraquar" <DERS -ense [PATR]> <jh> <jn> ADJ M/F P 'from Araraquara

falocrética ALT xxxtica (1 other AFS-reading removed by local disambiguation)
"falocrd' <DERS -ico [ATTR]> ADJF S'phallocracy, reign of the phallos

ontogeneticamente ALT xxxticamente
"ontogene' <DERS -ico [ATTR]> <deadj> ADV 'by ontogenesis

(5c) sraALT xxx (@so:NM )
"gra' <xxx>N F S'=s.-ra- Mrs!'
dra ALT xxx (@so:NM )

"dra' <xxx> N F S'=d.-ra- Dr.'

(5d) sombrancelhas ALT xxxas (also: one ADJ and three rare V-readings)
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"sombrancelha" <xxx> N F P '=sobrancelhas - eye brows
balangou ALT xxxou (@dso:NM FandN M S)
"balangar" <vt> <xxxar>V PS 3SIND VFIN '=balancou - balanced'
linfadernite ALT xxxite (3 other NFS-readings removed by local disambiguation)
"linfadern” <DERS -ite [STATE]> N F S'=linfadenite - lymphadenoid inflammation)
afatada ALT xxxada (only reading)
"dfatar" <vt> <xxxar>V PCP F S'=asfaltado - paved'

(56) cast ALT xxx (@so:NFS)

"cast" <*1> <*2> <xxx>N M S'English: cast'

gang ALT xxx (@so:NM )
"gang" <*1> <*2> <xxx> N F S'English: gang'

tickets ALT xxxs (aso: NFP)
"ticket" <xxx>N M P 'English: tickets

hijos ALT xxxos (also: ADIM P)
"tierra’ <xxx>N M P 'Spanish: sons

In (54) and (5b) the parser assigns correct readings to unknown, but well-formed
Portuguese words. Since most ordinary words are aready represented in the lexicon,
or are at least derivable from lexicon words, unknown words will often come from
the realms of word games (‘itamaroxid, 'corruptograma’), names (‘araraquarense’) or
science (‘falocrética, 'ontogeneticamente’), usually involving productive affixes.
Depending on the orthodoxy of the fusion process, these affixes may be recognised
(5b), or not (5d). Correctly analysed suffixation greatly eases the burden of
disambiguation: in all (5b) cases al members of a cohort have the same word class
and morphology, making quick, local disambiguation possible. In (5a), where no
suffixes are recognised, cohorts will typically cover several word classes, at least one
nominal and one verbal. Still, for Portuguese words, inflexion endings and - in
uninflected words - the word's last letter will amost guarantee that the correct
reading is at least part of the cohort.

The parser proceeds much in the same way in (5d), with the lowest ambiguity
occurring, where larger morphological chunks (morphemes) are recognised, as with
the "inflammation-suffix" '-ite' and the past participle ending '-ado', and the highest
ambiguity where the analysis has to rely on inflexion endings alone (‘sombrancel has
and 'balangou’, both with cross-word-class ambiguity). What is special about (5d), is
the fact that all forms are misspellings, with (phonetically?) added (‘sombrancel has)
or simply mistyped letters, as in 'alfaltada where the typists right and left ring fingers
have been confused on the keyboard. Even so, with the help of the surviving
morphological clues and contextual disambiguation, the parser is able to assign the
right analysis in most cases, especialy if the words still ook Portuguese. The
examples seem to corroborate Constraint Grammar's claim that good morphology is
the basis for any reasonable (syntactic) parse.*

“ Cp. the following quote from Constraint Grammar (Karlsson et. al., 1995, p.37):
"The cornerstone of syntax is morphology, especially the language-particular systems of morphological features.
Syntactic rules are generalisations telling (a) how word-forms, conceived as complexes of morphological features,
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In (5¢), 'dra and 'sra are not misspellings, but uncommon variants of the more
canonical (and longer) title abbreviations 'd.-ra’ (doutora) and 's.-ra’ (senhora). There
is no rule to describe this particular type of variation, so the word forms are treated
as "unknown". With the possible exception of the -a-ending, both words don't |ook
very Portuguese, and no structure can be found. Since verbs have the highest and
nouns the lowest lexicon coverage™, and since unknown Portuguese three-letter-
verbs are virtually unthinkable, the standard analysis for very short words is N with
regard to word class, leaving only gender to disambiguation. Here, a preceding
feminine article or afollowing female name will help the CG rules.

(5e), finally, is the hard case - foreign loan words. English 'cast' and 'gang' do
not fit with any Portuguese inflexion ending, therefore the default reading N is
assigned, gender disambiguation relying on NP-context. In 'tickets the nominal
plural-morpheme is recognised, but the stem - 'ticket' - still lacks a Portuguesish last
letter, so again, N is chosen for word class. Spanish loan words, being Romance
themselves, fare somewhat better, and 'hijos' (an etymological variant of Portuguese
filhos) qualifies for both plural nouns and adjectives. Of course, resemblances may
be misleading, as in English "profession words" in "-er' (‘runner’, 'gambler') which
mimic Portuguese infinitives. Since this kind of error is especially common within
the very complex verbal paradigms, verbal readings - unlike noun readings (which
are also favoured by statistics) - are never alowed to be the only ones, as described
above. Thus, there is still a chance that contextual information will do the job in the
disambiguation module.

In order to test the parser's performance and to identify the strengths and weaknesses
of the heuristics strategy of the parser, | have manually inspected 757 "running"
instances” of lower case word forms where the parser's disambiguation module
received its input from the morphological analyser’s heuristics module. The first
column shows the word class analysis chosen, and inside the three groups (errors,
Portuguese, foreign) the left column gives the number of correct analyses, whereas
the right column offers statistics about the mistakes, specifying - and quantifying -
what the analysis should have been.

occur in particular word order configuations, and (b) what natural classes, "syntactic functions', can be isolated and
inferred in such configurations.”

“ |n the English CG-system described in (Karlsson et.al. 1995, p. 296), a similar claim is made: "Because ENGTWOL
[i.e. the morphological analyser] very seldom fails to recognize a verb, a verb reading is not assigned [heuristically]
without a compelling reason. Word-final 'ed' isa good clue. ...".

For Portuguese, | have quantified the problem for a stretch of ca. 200.000 words (cp. table 7), showing that

nouns account for 73.08% of unknown words (otherwise: 47.38%), and verbs for ca. 8% (otherwise: 38.5%). The bias
against verbs is quite strong: Concluding from the above statistics, a Portuguese word unknown to the PALAVRAS
lexical analyser is 9 times more likely to be anoun than averb (and even if it isn't anoun, it's still three times aslikely to
be something else rather than a verb).
4" The words comprise all "unanalysable" word forms in my corpus, that begin with the letters 'a and 'b". Since the
relative distribution of foreing loan words and Portuguese words depends on which initial letters one works on (‘a, for
one, is over-representative of Portuguese words, whereas 'x'. 'w' and 'y are English-only domains), no conclusions can be
drawn about these two groups relative percentages. Inside the Portuguese group, however, the distribution between real
words and misspellings may be assumed to be fairly alphabet-independent. Any way, the sampling technique has no
significance for error frequencies or distribution in relation to word class, which was the main objective in this case.
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(6) Word classdistribution and parser performance in "unanalysable" words

A) orthographic | B) Portuguese C) foreign al
errors words words™®
analysis| correct | other |correct| other |correct| other |correct| other
N 119 ADJ8 [212 |ADJ3 |226 |ADV 11 |557% |43
ADV 8 ADJ3
VFIN 3 PRON 2
PRON 1 PRP 2
DET 1
PRP 1
ADJ 25 N 8 95 N7 8 - 128 17
GER 2
ADV |3 - 5 - - - 8 -
VFIN |13 N 4 9 N 4 - N7 22 20
PCP 1 ADJ?2 ADJ1
ADV 1
PCP |10 - 16 - - - 26 -
GER |3 - - - - - 3 -
INF 9 - 4 - - N 4 13 4
182 38 341 16 234 30 757 84
(17.3%) (4.5%) (11.4%) (10.0%)

The table shows that, when using lexical heuristics, the parser performs best - not
entirely surprisingly - for well-formed Portuguese words (B). Of 323 nouns and
adjectives in group B, only 16 (5%) were misanalysed as false positives or false
negatives. The probability for an assigned N-tag being correct is as high as 98.6%,
for the underrepresented adverb and non-finite verbal class even 100%. All false
positive nominal readings (N and ADJ) are still in the nominal class, a fact that is
guite favourable for later syntactic analysis.

Figures are lower for group C, unknown loan words, where the chance of an
N-tag being correct is only 92.6%, even when alowing for a name-chain-like N-
analysis of English adjectives integrated in noun clusters of the type 'big boss. Finite
verb readings, though rare (due to lacking inflexion indicators), are of course all

“8 Only individual words and short integrated groups are treated, foreign language sentences or syntactically complex
quotations are treated as "corpus fall-out" in this table.

“9 This number contains all elements of English noun chains, i.e. thetag N is accepted for all elementsin both death star
and dead star, though the second contains what in an English analysis would be an adjective. However, since the
English NP in the Portuguese sentence functions as one entity and no analytic Portuguese grammar rules apply inside the
term, it seems fair to assign the N-tag to the whole and its parts, in the same way foreign name chains are treated as
PROP PROP ..., even if one element happens etymologically to be an adjective, asin United Nations.
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failures, and only the little adjective group was a hit, the few cases being triggered by
morphologically "Portuguesish" Spanish or Italian words.

The resultsin group A (misspellings) resemble distributionally those of group
B, with a good performance for classes with clear endings, i.e. non-finite verbs and '-
mente'-adverbs, and a bad performance for finite verb forms. For the large nominal
groups, figures are somewhat lower: 84.4% of N-tags, and only 71.4% of ADJ-tags
are correct - though most false positive ADJ-tags are still within the nominal range.
The lower figures can be partly explained by the fact that misspelled closed class
words (adverbs, pronouns and the like) will get the (default, but wrong) noun reading
- a technique that works somewhat better and more naturally for foreign loan words
(©), which often are "terms" imported together with the thing or concept they stand
for, or names. Also, the percentage of "simplex™™ words without affixes is much
higher among the misspellings in group A than in group B, where al simplex words
- being spelled correctly - would have been recognised in the lexicon anyway, due to
the good lexicon coverage before getting to the heuristics module. Therefore, nouns
and adjectives in group A lack the structural information of suffixes that helps the
parser in group B: 'xxxo' looks definitely less adjectival than 'xxxistico'. In
particular, 'xxxo' invites the N/ADJ-confusion, whereas many suffixes are clearly N
or ADJ. Thus, -istico' yields a safe adjective reading.

Is it possible, apart from morphological-structural clues, to use "probabilistics
pure" for deciding on word class tags for "unanalysable" words? In order to answer
this question, | will - in table 7 - rearrange information from table 6 and compare it
to whole text data (in this case, from a 197.029 word stretch of corpus). Here, | will
only be concerned with the open word classes, nhominal, verbal and '-mente'-
adverbial.

(7)  Open word class frequency for "unanalysable' words as compared to whole
text figures

whole "unanalysable" words

text

orthographic Portuguese | foreignwords | all heuristics
errors words

anayse % cases % |cases| % cases % cases %
S
N 47.38 131| 63.59| 232| 63.39 237| 95.18 600| 73.08
ADJ 12.79 33| 16.02| 100| 27.32 12| 4.82 145 17.66
ADV>! 1.26| 3(+9)| 1.46 5| 1.37]- (+11) - 8| 0.97

% "Simplex" words are here defined as words that can be found in the root lexicon without prior removal of prefixes or
suffixes. Of course, the larger the lexicon the higher the likelihood of an (etymologically) affix-bearing word appearing
in the lexicon, - and thus not needing "live" derivation from the parser.

*1 Only deadjectival -mente-adverbs can meaningfully be guessed at heuristically, and therefore only they should enter
into the statistics for word class guessing. Also the base line figure of 1.26% for normal text is for -mente'-adverbs only,
the overall ADV freguency is nearly 12 times as high. Since non-'mente’-adverbs are a closed class in Portuguese, the
latter will be absent from the heuristics class of wellformed unknown Portuguese words, but in the foreign loan word

- 66 -



VFIN 24.96 16| 7.77 9| 246 - 25| 3.05

PCP 4.96 11] 5.34 16| 4.37 - 27| 3.29

GER 247 3] 146 - - - 3] 037

INF 6.17 9| 437 4 1.09 - 13| 1.58
206 366 249 821

Among other things, the table shows that the noun bias in "unanalysable" words is
much stronger than in Portuguese text as a whole, the difference being most marked
in foreign loan words. The opposite is true of finite verbs which show a strong
tendency to be analysable. Finite verbs are virtually absent from the unknown loan
word group. For the non-finite verbal classes the distribution pattern is fairly
uniform, again with the exception of foreign loan words.

As might be expected, among the unanalysable words, orthographic errors and
correct Portuguese words show aremarkably similar word class distribution.

A lesson from the above findings might be to opt for noun readings and
against finite verb readings in unanalysable words, when in doubt, especially where
no Portuguese inflexion ending or suffix can be found, suggesting foreign material.
As a matter of fact, this strategy has been implemented in the form of heuristical
disambiguation rules, that discard VFIN readings and choose N readings for
<MORF-HEUR> words, where lower level (i.e. safe) CG-rules haven't been able to
decide the case contextually.

group and the orthographical error group they will appear in the false positive section of other word classes (numbers
given here in parentheses). In the orthographical error group, both -mente-adverbs and closed class adverbs can occur,
the first as correct ADV-hits, the other usually as false positive nouns (for instance, 'aimda).

-67 -



2.2.5 Tagging categories: word classes and inflexion tags

2251 Defining wor d classes mor phologically

The parser's tag set contains 14 word class categories, that combine with 24 tags for
inflexion categories, yielding several hundred distinct complex tag lines. Thus, in the
tag-line 'V PR 3S IND VFIN', for example, the word class 'V' alternates with 12
other word classes, and within the V-class 'PR' (present tense) alternates with 5 other
tenses, each of which comes in 6 different shades of person-number combinations,
for both 'IND' (indicative) and 'SUBJ (subjunctive). This way 6x6x2=72 finite verb
forms can be described by using only 6+6+2=14 "partial" tags. This analytical
character of the tag strings makes them more "transparent”, and it also makes things
easier for the disambiguation rules. In contrast to other systems (cp., for example, the
CLAWS-system, as described in Leech, Garside, Bryant, 1994), a clear distinction is
upheld in the tag string between base forms ("words"), word classes and inflexion
categories.

Furthermore, word classes are amost exclusively defined in morphological
terms, thus keeping them apart from the syntactic categories’®. A noun (N), for
instance, is defined paradigmatically as that word class, which features gender as
(invariant) lexeme category and number as (variable) word form category. The
opposite applies to numerals (NUM), while both gender and number are lexeme
categories for proper nouns (PROP), and word form categories for adjectives (ADJ).

Pronouns can be classified along the same lines, yielding a determiner class
(DET) with the same (variable) categories as adjectives, and a "specifier" class
(SPEC) of "noun-like" pronouns featuring the same (invariant) categories as proper
nouns. Personal pronouns (PERS), athird class, has 4 word form categories. number,
gender, case and person. All three pronoun classes are distinguishable from the
“real” nominal classes by the fact that they do not alow derivation (a typical
characteristic of deictics).

Pronouns like '0' and 'este’, that can appear in both "adjectival" and "noun-
like" position, are in my system unambiguous members of the DET-class, as judged
by the exclusively morphological criterion of inflexional variability with regard to
number and gender. The article class doesn't receive specia treatment either: '0' is
dways™ DET, whether used as "article", "adjectival demonstrative" or "noun-like
demonstrative'. (Secondary) tags for <art> and <dem> do appear in the tag list, but
they are not word class categories, and are therefore only disambiguated at a later
stage (the valency level of CG), for usein the MT module.

Among participles, the word class world's enfants terribles, only the past (or
perfective) participle (V PCP) is inflexionally productive in Portuguese, and | treat

%2 | owe the urge to define word classes as morphologically as possible to Hans Arndt, who advocates a strict distinction
between decontextually defined (primary) tags and distributionally defined syntactic tags in corpus annotation,
suggesting category inventory as a means of word class definition in Danish (Arndt, 1992).

*that is, if it is not the personal object pronoun ‘o' or the letter name 'o’, or the chemical abbreviation 'O'.
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the present participle by derivational rules, permitting both a noun and an adjective
reading. The past participle is morphologically marked (-ido/-ado’) and could thus
be treated as an inflexional category of the verb, but outside the verb chain it
assumes an adjective's word form categories (number and gender), and the analyser
chooses in this case to "fuse" the PCP/ADJ ambiguity into a combination of a
secondary and a primary tag: <ADJ>V PCP*.

PALAVRAS 14 word class tags are the following:

WORD CLASSTAGS

N Nouns

PROP Proper names

SPEC Specifiers (defined as non-inflecting pronouns, that can't be used as
prenominals): e.g. indefinite pronouns, nominal quantifiers, nominal
relatives

DET Determiners (defined as inflecting pronouns, that can be used as
prenominals): e.g. articles, attributive quantifiers

PERS Personal pronouns (defined as person-inflecting pronouns)

ADJ Adjectives (including ordinals, excluding participles which are tagged V

PCP)
ADV  Adverbs (both ‘primary' adverbs and derived adverbs ending in 'mente’)
V Verbs (full verbs, auxiliaries)

NUM  Numerals (cardinas)

PRP Prepositions

KS Subordinating conjunctions

KC Co-ordinating conjunctions

IN Interjections

EC Morphologically "visible" affixes (elemento composto, category not used
on higher levels of analysis), e.g."anti-gas"

For (prepositional) polylexicals and incorporates™ aso the following higher level
form categories may be used in the lexicon:

> The pure verbal reading is thus marked by the absence of the <ADJ> tag as well as by the syntactic tag @# CL. One
might argue that aM S tagging for masculine singular (the default) does not make sense in the pure verbal case of active
participle after the auxiliary'ter', where the participle only appears in this form, and is part of a tense construction. From
this point of view, a NIL tag would be preferable. The distinction can be made by the parser by using syntactic
information that is made available by the syntactic module at the next level. This kind of level-interaction is a positive
side-effect of progressive level parsing. However, since filtering PCP M S @# CL-AUX< into PCP NIL @# CL-AUX<
after 'ter' doesn't increase the verb chain tags information content, maybe this transformation is best regarded as a
formality that can be left to the parser's user interface and its preference menu. An aternative approach for making the
distinction would be a context dependent disambiguation of two secondary tags, <active> and <passive>, for verbal
participles.

*® Here defined as words or polylexicals that appear in incorporating verb constructions (described in 5.3.1), like: fazer
boca-de-siri sobre (‘'keep s.th. secret’), ser batata ('to be 0.k."), dar bola a ('to court).
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PP Fused prepositional phrase (e.g. de=graca 'for free')
VNP verb-incorporated noun phrase or nominal

VPP verb-incorporated prepositional phrase

VADV verb-incorporated adverbial phrase or adverb

Where secondary tags (shown as <...>) are retained in the analysis, adverbs (ADV)
and the pronoun word classes (SPEC, DET, PERS) are further differentiated into
subclasses, two of which (<rel> [relatives] and <interr> [interrogatives]) are
functional features of a (shared) closed list of words so important for contextual
disambiguation, that | have chosen to disambiguate them "early”, i.e. on the
morphological/PoS-level in spite of there not being any morphological or lexical
basis to make the distinction (which is really syntactic). Other secondary tags (e.g.
valency tags like <vt> for transitive verb) also help disambiguate the primary
[morphological and, "later", syntactic] tags (of other words), but are not
disambiguated themselves on the tagging or parsing levels. Like purely semantic tags
(e.g. <prof> for profession) they may, however, be useful for resolving lexical
polysemy on a higher (semantic) level of analysis.

INFLEXION TAGS

Gender: M (male), F (femae), M/F [for: N', PROP, SPEC', DET, PERS, ADJ, V
PCP, NUM]
Number: S(singular), P (plural), /P [for: N, PROP, SPEC', DET, PERS, ADJ, V
PCP, V VFIN, INF, NUM]
Case: NOM (nominative), ACC (accusative), DAT (dative), PIV (prepositive),
ACC/DAT, NOM/PIV [for: PERS]
Person: 1 (first person), 2 (second person), 3 (third person), fused with number:
1S, 1P, 2S, 2P, 3S, 3P, 1/3S, 0/1/3S [for: PERS, V VFIN, V INF]
Tense: PR (present tense), | M PF (imperfeito), PS (perfeito simples),
M QP (mais-que-perfeito), FUT (futuro), COND (condicional) [for: V
VFIN]
Mood: IND (indicative), SUBJ (subjunctive), IMP (imperative) [for: V VFIN]
Finiteness: VFIN (finite verb), INF (infinitive), PCP (participle), GER (gerund)
[for: V]

(Inthistable, " ' " after a category means that the category in question for this word
classis alexeme category, and thus derived directly from the lexicon. No " ' " means
that the category in question is aword form category for this word class, and thus
expressed by inflexion.)
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Inflexion tags combine with word classes as follows (* means 'lexeme category'):

word gender |num- |case |person [tense |mood |morph. can

class ber marked  derive

N +* + +

PROP +* +* capitali-  +
sation

SPEC |+* +*

DET + +

PERS |+ + + +

ADJ + + +

ADV (-mente) | (+)

V + + + + +

VPCP |+ + -ad-/-id-  +

NUM |+ +*

PRP

KS

KC

IN 0)

EC hyphen

As can be seen from the above, it is possible to distinguish and define most classes
by their word form and lexeme categories aone, e.g. the difference between nouns
and adjectives would be, that in the former gender is a lexeme category, and in the
latter it is not. Using these criteria aone, though, would leave PROP and SPEC in
one class, aswell as DET, ADJ and the subclass of V PCP. Further differentiation is
possible by morphological markers and derivation paradigms. PROP is capitalised,
SPEC isnot. V PCP is marked 'ad’/'id' (on verbal roots), and DET can not be used as
aderivational root.

Finally, only KSKC, PRP, IN, and EC cannot be defined morphologically or
paradigmatically, jointly forming akind of (closed?) particle class. Conjunctions and
prepositions are syntactically defined constituent “junctors’ with much in common,
and might be seen as subclasses of the same morphological class (for a discussion of
conjunctional treatment of prepositions, see Bick, 1999).%

The EC class of affixes can be defined as a class of hyphenated bound
morphemes (without inflexion categories) disunct with all other PoS categories. The
main reason for introducing the EC word class at all (and not as ordinary prefixes)
was consistency with regard to the word boundary concept used elsewhere in the
preprocessor and morphological analyser, defining a word as a text string limited by

% If it wasn't for the blanks surrounding them, prepositions might even be regarded not as words, but as structural
morphemes attached to semantically heavier words, for example, as " case markers' for nouns.
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blank spaces®, hyphens®® or - outside abbreviations - punctuation. In the higher
levels of the newest version of the parser (1999), EC-affixes are rehyphenated and
reattached to the main word body, losing their word class tag in the process.

> In order to establish closely knit syntactic or semantic units, that distributionally or translationally behave like words,
the preprocessor can fuse fixed expressions into words by replacing spaces with equal-signs. The list of fused terms
comprises some complex function words (e.g. a complex prepositions likeem=vez=de - instead of) and verb
incorporates (e.g. dar a=luz - 'to give birth’), aswell as names and terms that cannot be separated without destroying the
basic meaning of the compound (e.g. 'Estados=Unidos).

% Hyphenated clitics are thus regarded as words, and this view is extended to the special case of European Portuguese

mesoclitics with hyphens on both sides, so 'comé-lo-ei' is seen as two, not three words, with an object pronoun
embedded between stem and inflexion ending.
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2252 Theindividual word classes and inflexional tag combinations

In this section the different word classes are presented together with their primary
and secondary tags. The tables list primary tags in the first column, and secondary
tags in the second column. Examples for the usage of the primary tags are given
directly under the word class heading in the form of a simple (non-exhaustive) list,
while examples for secondary tag usage are entered in the third column of the tables
themselves, matching line by line the second column tags to be illustrated. An
apostroph after an inflexion feature (e.g., M’ in the noun section) means the category
in question (gender, in the case of M’) is a lexeme category (i.e. can not be freely
inflected in that word class). If different, the corresponding lexicon entry for a word
class and its lexeme features is given in square brackets.

N nouns (some abbreviations)

liviro NM'S
arvore NF' S

leoa NFS
comunistaN M'/F' S
xicaras N F P

WORD FORM and SYNTACTIC SUB-CLASSES TEXT EXAMPLES
LEXEME CATEGORIES | (secondary tags)
gender <+n> title senhor Freire
M' (M) mae[sm] <gu> measure umagarrafa de vinho
F (F) femae[sf] <num-+> unit 20 metros
M'/F male/female [smf] <+num> series cap. 7
number <cc><ac> countable arvores
S(S) singular [smS, sfS)] <cm><am> mass noun dinheiro
P (P) plura [smP, sfP] <attr> attributive use likely uma mulher comunista
(S/P) [smSP, sfSP, smfSP] | <dur><quant> likely adv. object durar anos

<+PRP> PP-vaency

<+de+INF> uma discusséo sobre

aidéiadevisitélo

PROP proper nhouns (some abbreviations)

(o) Brasil PROPM'S
(os) Apeninos PROP M' P
(@) Funai <ABBR>PROPF' S

WORD FORM and SYNTACTIC SUB-CLASSES
LEXEME CATEGORIES |(secondary tags)

TEXT EXAMPLES
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gender

M' male [nm]

F femae[nf]

number

S singular [unmarked]
P plura [nmP, nfP]

<u>' usually without article

Portugal
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SPEC "specifiers":

independent pronouns

indefinite pronouns (non-adjectival quantifiers)

tudo SPECM'S
isto SPECM'S
ninguém SPEC M' S

non-adjectival relatives and interrogatives

guem SPEC M/F SIF
a=qual SPECF S
gue SPEC M/F S/P

WORD FORM and

SYNTACTIC SUB-CLASSES

TEXT EXAMPLES

LEXEME CATEGORIES | (secondary tags)
gender saturated NP tudo acabou..
M" absolute male <dem> demonstratives aquilo, isto
("neuter", "uter") <quant0> non-inflecting quantifier | tudo, nada,um=pouco cada=um
number <enum> enumeratives cada=qual

S absolute singular

<enum><hum> +HUM
enumerative

alguém, ninguém

relatives/interrogatives al so:

<rel> relatives

ajanelagque quebrei

gender: o=qual, os=quais
M male, F female, M/F <interr> interrogatives
number : <rel><hum> +HUM relatives guem foram os outros?

S singular, P plural, S/IP
(both categories more
"anaphorical" than morphol.)

<interr><hum> +HUM
interrogatives

Traditionally, 'o=que' is regarded as a (pronoun) unit, and as such should be included
in the SPEC list. However, due to the ambiguity between synthetic reading (‘o=que’)
and analytical reading (‘o que), thisis problematic in aword based grammar like CG,
and individual word class tagging is chosen in the parser’s CG proper, i.e. on the
disambiguation stage, with 'o' functioning as modifier in the synthetic, and as head in
the analytical case. Compare:

O @>N que quer? - Um bolo. (synthethical)
[What would you like? - acake.]
N&o quero este, quero 0 @<ACC gue vi ontem. (analytical)

[I don’t want this (one), | want the one (that) | saw yesterday.]

At alater stage, an automatic post-editing program reassembles’o=que’ in those
caseswhere’ 0’ hasreceived a @>N tag.

DET determiners, articles, attributive quantifiers
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este DETM S
esta DETFS
estes DET M P
estas DET FP
cujosDET M P

WORD FORM and

SYNTACTIC SUB-CLASSES

TEXT EXAMPLES

LEXEME (secondary tags)
CATEGORIES
gender DET (part of NP) algumas grandes empresas
M mae DETA: <quant1> quantifier type 1
F female <enum> enumerative todo, todos, ambos
M/F DETB: <dem> demonstrative estes, essa, aquele
number <KOMP><igual> equalitative | tal
S singular <art> article a, 0, as, 0s
P plura DETAB: <quant2> quantifier type 2 cada, nenhum, alguns, um,
gualquer, uns, uns=quantos,
certo, um=certo, uma=certa
vérios DET, diversos DET
<KOMP><igual> equalitative | tantos
<integr> integrative todo=0
<enum> enumerative todos=0s
<interr> interrogative quais, que
<komp><igual> equalitative | quantos, qual
DETC: <poss> possessive Meus, Sseu, N0SSoS
DETABC: <rel.poss> relative possessive | CUjo
DETD: <diff> differentiator outros, mesmos
<ident> identifier préprio DET
DETE: <quant3> quantifier type 3 poucos, muitos,
<KOMP><corr> correlative | mai's, menos
(NUM and some ADJ) quatro, mil, inimeros ADJ
[QUAL: ADJ (also <num>)] [novo, duplo, dltimo, terceiro,
meio, tal, préprio ADJ, outros]
POST: <poss> possessive uma carta sua
<post-det> post-determiner mesmo, qualquer, tal, todo
<integr>, proprio DET/ADJ
[<post-attr>] [diverso ADJ, v&rio ADJ|
PERS personal pronouns

eu PERSM/F 1SNOM

os PERSM 3PACC

Ihes PERS M/F 3P DAT

mim PERS M/F 1SPIV

ela PERSF 3SNOM/PIV
nos PERS M/F 1P DAT/ACC
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WORD FORM and
LEXEME CATEGORIES

SYNTACTIC SUB-CLASSES
(secondary tags)

TEXT EXAMPLES

gender: M F M/F(jf. SPEC)
number SP (jf. SPEC)

person: 1,2,3 first-second-third
case

NOM nominative (reto)

ACC accusative (obliquo &tono)
DAT dative (obliquo &ono)
PIV prepositive (obliquo tonico)
NOM/PIV, DAT/ACC

saturated NP

(alowsonly DETA in left and
"proprio”/"mesmao" in right
position, and only for NOM/PIV)

pobre de mim, todos nés
ele proprio, eu mesmo
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ADJ adjectives

cheilo ADJM S

nova ADJF S

exterior ADIJM/F S
pretos ADJM P
azul-celeste ADIJM/F S/IP

melhor <KOMP> <SUP> <corr> ADJM/F S
rarissimos <DERS -issimo [SUP]> ADJM P

mutua mente <deadj> ADV

WORD FORM and
LEXEME CATEGORIES

SYNTACTIC SUB-CLASSES
(secondary tags)

TEXT EXAMPLES

gender
M male[adj unmarked)]
F female[af]
M/F (amf)
number
S singular [adj unmarked]
P plura [amP, af P
S/P [amfSP)
comparison
COMP comparative [few]
DER:-issimo [SUP]
adverbialisation

(suffix "-mente")

<post-attr> only posterior

<ante-attr> often anterior position
<ante-attr><NUM> only anteriorly
<n> "national", (quite) likely NP-head
<DERS -0s0> (less) likely NP-head
<+PRP> takes valency bound PP-
argument

assim, bastante, certo ADJ,
diferente ADJ, diverso ADJ,
azul-celeste, (among others,
all hyphenated polylexical
adjectives)

alto, pegueno, grande

meio, ultimo

dinamarqués

pregui coso

rico em ouro

ADV

<deadj>/<lex> derived adverbs in '-mente

regular ADJ ->

regularmente ADV
muito ADV ->

muitissimo ADV SUP

devagar ADV -> devagarinho ADV

de=novo ADV

underived adverbs

hoje ADV
menos ADV
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WORD FORM and

SYNTACTIC SUB-CLASSES

TEXT EXAMPLES

LEXEME CATEGORIES | (secondary tags)
deadjectival derivation AD-VP:

(suffix "-mente") *<mod> modal adverbs devagarinho, a=fundo
derivation like adjectives comparison
e.g. maismenos + ADV menos devagar
DER:-issimo [SUP] AD-S:

DER:-inho [DIM]

fixed syntagms with PRP as
first partand N, ADJ,
SPEC as second

<setop><ameta> meta-operator
no comparison

clause-initial or clause-final, with
comma

AD-ADJ/ADV:

<quant> intensifier, quantifier

no comparison

obviamente, infelizmente,
simplesmente, obviamente

imensamente rico

underived adverbs,

no inflexion

nonproductive in derivation,
no graphical markers
(closed class)

AD-ADJ/ADV:

<guant> quantifying adverbs
<KOMP><corr> correlative hook
<KOMP><igual> equalitative hook
<komp><igual> equalitative header
<det> "determiner" subclass

<post-adv> post-adverb
AD-S/N:
<setop><aset> set operator

AD-S/PRED:
<setop><atemp> time operator

<dei> deictic adverbs
(proforms)
<atemp> TIME-adverb
<aloc> PLACE-adverb
<interr> interrogatives
<rel> relatives (proforms)
(subordinating)

<t+de>

AD-S-S:

<k><kc> conjunctiona adverb
clause-initial without comma or
<post> with comma

S0, bastante, muito, pouco
maisl, menos

tanto, t&o

guanto, qudo, como

algo, meio, metade, nada,
quase, que, todo, um=pouco,
um=tanto

demais, maisymenos, mesmo

apenas, até, nem, ndo, sendo,
sequer, sobretudo, s,
somente, também, tampouco

ainda, de=novo, em=breve,
enfim, j&, sempre, mais2, mal

aqui, ai, ali

hoje, ontem, depois, nunca
nenhures

onde?, por=que?

onde, quando, como
conforme, segundo,
assm=como

antes de, depois de

pois, por=consequéncia
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V verbs

compro V PR1SIND
levasse V IMPF 3S SUBJ
comel V IMP 2P
comerem V INF 3P
chamando V GER

V PCP participles
(morphological definition: ‘-ado/-ido’ on verbal stem)

compradas PCP F P (regular)

entregues PCP M/F P (irregular)

comprado PCP M S (passive/active) or (passive)
PCP NIL (active)

WORD FORM and SYNTACTIC SUB-CLASSES TEXT EXAMPLES
LEXEME (..") (secondary tags)
CATEGORIES
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mood

VFIN finite
IND indicative
SUBJ subjunctive
IMP imperative

INF infinitive

PCP (past) participle
active: no inflexion
passive: ->"ADJ'

M,F,S,P
GER gerund

tense

PR present tense
IMPF imperfeito
PS perfeito simples

<vi> SV intransitive
<vt> SVO monotransitive, direct object
<vg> mostly cognitive
<va> SVADV monotr., adverbial object
<va+LOC> place
<vat+DIR> direction
<va+tQUAL> quality
<vt+DIST> distance
<vt+TEMP> time
<vt+QUANT> quantity
<vta> transobjective, adv. complement
<vta+LOC> place
<vta+DIR> direction
<PRP*vp> SVP monotr., prep. object
<vdt>/<a*vtp> SV OO ditransitive, dative
<PRP"vtp> SVOP ditransitive, prep.obj.

dormir
comer pao
duvidar que, achar que

morar { em Londres}

ir { para a casa}

ir { bem}

caminhar {7 kildmetros}
durar { sete meses}
custar { muito dinheiro}

por { na mesa}

carregar { ao porto}
acreditar em

dar ac. aalg. = dar-lhe ac.
habituar alg. aac.

MQP mais-que-perfeito | also: semantic transobjective chamar ag. de ac.
FUT futurum <vK> SVC, copula estar doente, ser presidente
COND condiciona <vtK> SV OC transobjective deixar ag perturbado
<vr> SVR reflexive lavar-se
person <vrK> SVRC reflexive copula achar-se um grande escritor
1 first person <PRP"vrp> SVRP reflexive, prep. obj. acostumar-se a
2 second person <vUi>V impersona chover
3 third person <vUK> VO impersonal transitive faz frio, ha muitos paises
<x> X-l auxiliary poder
number <x+PCP> X-PCP auxiliary with participle |ter +PCP (present perfect)
S singular <x+GER> X-GER auxiliary with gerund estar +GER
P plura <xt> XO-I transitive auxiliary fazer dg. lavar-se (make do)
<PRP"xp> X-Pl auxiliary with ficar aser mais barato
prepositional particle
<PRP"xtp> X O-PI transitive auxiliary with | encomendar ag. atrabalhar
prepositional particle
V PCP <active> no inflexion, temos aceitado a proposta.
gender M FM/F NIL regular one of double participles
number SP NIL <passive> gender, number elas ndo foram aceitas na

irregular one of double participles

turma.
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NUM NUM numerals
(only cardinal numerals are regarded as real NUM, since they can be
defined separately: as having number as lexeme category and gender

as word form category)
duzentas NUM DET F P
uma NUM DET F S
trés NUM DET M/F P

<NUM> tag for other word classes

terceira <NUM-ord>ADJF S
triplo <NUM-mult> ADJM S
primeiramente  <deadj>ADV
terco <NUM-fract>N M'S
centenas <NUM-qu>N F' P
WORD FORM and SYNTACTIC SUB-CLASSES TEXT EXAMPLES
LEXEME CATEGORIES |(secondary tags)
number NUM <card> cardina cinco
P plura (2,34,...) NUM <cif> <card> arab cardina 17,1997
S..singular (1) ADJ<NUM-ord> ordinal quinto/-a(s), oitavo/-a(s)
ADJ <cif> <NUM> arab ordinal 1,3
<NUM-ord> ordinal, ADJ <post-attr> post-attributive seculo XX
<NUM.mult> multiple ADJ<NUM.mult> multiple triplo
-> ADJ gender number | N <NUM-fract> fraction oitavo(s)
adverbialisation | N <num+> bilh&o
<NUM-fract> fraction N <NUM-qu> measure noun centenas
<NUM-qu> measure ADV <cif> <temp> 7h30
-> N gender , number

PRP prepositions

sem PRP

complex prepositions

gracas—a PRP
aéem=de PRP
WOR DFORM and SYNTACTIC SUB-CLASSES TEXT EXAMPLES

LEXEME CATEGORIES | (secondary tags)

-82-




prefixal derivation in verbs
complex adverb formation
graph. def. characteristics:
no capitalisation in headlines

<+INF> with infinitive
<+que> with que-clause
<komp><corr> correlative header

desde a semana passada
para viver com 0 seu amigo
antes que, depois que

de
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KS subordinating conjunctions

que KS
a=fim=de=que KS

WORD FORM and SYNTACTIC SUB-CLASSES
LEXEME CATEGORIES |(secondary tags)

TEXT EXAMPLES

graph. def. characteristics: <+IND> with indicative
associated with punctuation | <+SUBJ> with subjunctive

se, de=tal=modo=que
a=nao=ser=que

no capitalisation in headlines | <komp><corr> correlative header que, do=que
KC co-ordinating conjunctions
e KC
ou KC
mas KC
WORD FORM and SYNTACTIC SUB-CLASSES TEXT EXAMPLES

LEXEME CATEGORIES |(secondary tags)

graph. def. characteristics: ADV <kc><k> conjunctional

pois, por=conseguinte

also without punctuation adverbias porém, no=entanto
no capitalisation in headlines <post> may be in postposition
IN Interjections
oh IN
WORD FORM and SYNTACTIC SUB-CLASSES TEXT EXAMPLES

LEXEME CATEGORIES |(secondary tags)

graph. def. characteristics: none
often followed by '!"

adeus, ai, alo

Many interjections are really other word classes in morphological terms, especially
adverbs (n&o! - 'no!") or even imperatives (agarra! - 'stop him!'), used in an
“Iinterjectional way", i.e. in one-word exclamatory sentences or sentence-initial
followed by comma and a name ("vocative"). Because of empirical problems with
especially the IN - ADJADV disambiguation, | have much reduced the IN class in
comparison to what one would find in atraditional paper dictionary.

EC prefixes, in isolation
anti- EC
WORD FORM and SYNTACTIC SUB-CLASSES TEXT EXAMPLES

LEXEME CATEGORIES | (secondary tags)
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graph. def. characteristics: none

hyphenation

anti-, vice-

The EC class honours the fact that some prefixes occur not fused, but hyphenated in
front of ther root, thus providing them with a certain "wordiness'. Since the
phenomenon is productive, and therefore evades lexicalisation, the preprocessor will
prefer to pass such words - like other hyphenated words - on to the tagger in bits and
pieces for separate analysis of the hyphen-isolated word-parts. None of the parts in
isolation, however, will be recognized by the tagger's prefix module, since it is
looking for fused prefixes. Thisiswhy afull word analysis (EC) is easiest to handle
at that level. Of course, in the vein of progressive level parsing, one can reattach
such prefixes before the syntactic stage, by means of an "inter-processor” (asis done
in the 1999 version of the parser).

V... verb-incorporates™

VNP nouns, adjectives, nouns phrases

VPP prepositional group

VADV adverbs, adberbial group

VES finite subclause

VKS subordinating conjunction
(chorar) baldes VNP 'weep extensively'
(ser) batata VNP tobeok.
(ter) cabelo=na=venta VNP_PP 'to be abitch’
(voar) baixinho VADV 'to keep alow profile
(crescer) como=cogumelo VADV ‘grow fast'
(sair) da=linha VPP 'go too far'
(saber) onde=tem=as=ventas VFS 'be competent’
(fazer) com=que VKS 'to pretend'

WORDFORM and

SYNTACTIC SUB-CLASSES

LEXEME CATEGORIES (secondary tags)

TEXT EXAMPLES

* Though not a morphologically definable class, one can design syntactico-semantic tests for incorporation
constructions, like substitution by a simplex verb and co-ordination restrictions for incorporates. However, in practice,
the V... class is assigned for reasons of easy syntactic management (in fact, here the preprocessor can do the work of
higher parsing levels) and trandation quality. Lexicon implementation, though extensive, is still somewhat patchy and
inconsistent. For a detailed discussion of incorporating constructions, see chapter 5.3.1).
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incor porate class membership is
created artificially by the

pr eprocessor

if theincorporateisa
polylexical itself, thereis'="
ligation

form categories:

VNP noun phrase or noun

VPP preposition phrase

VADV adverb or adverb phrase
VFES finite subclause

sequences:

VNP_PP, VNP_ADV, VPP_PP,
VADV_ADV

internal syntactic function:
<acc> becomes @<ACC

<piv> becomes @<PIV

<sc> becomes @<SC

<oc> becomes @<OC

<advo> becomes @<ADV
<adv> becomes @<ADVL
<+PRP-piv> takes prepos. obj.
<fs-acc> @SUB @#FS-<ACC
sequences:

<acc_oc> @<ACC <OC
<acc_piv> @<ACC _<PIV
<acc_advo> @<ACC_<ADV
<adv_adv> @<ADVL_<ADVL
<piv_piv> @<PIV_<PIV

ter barbas,
saber onde=tem=as=ventas

ser batata

tremer
gue=nem=varas=verdes
dar bolaa ('to court’)
fazer com=que

ter a=alma=em=frangalhos

passar
das=pal avras=aos=fatos
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PP prepositional group

de=aluguel <adj> PP
ao=mesmo=tempo <adv> PP
WORDFORM and LEXEME |SYNTACTIC SUB-CLASSES TEXT EXAMPLES
(.") CATEGORIES (secondary tags)
graph. def. characteristics: <PP.adv> complex adverb com=a=mao=do=gato
word-initial PRP+ '=' <PP.adj> complex adjective de=alto=coturno
(preporcessor)

The PP word class allows both "adjectival" and "adverbia" usage, the subclasses
<adj> or <adv> only indicate what's more likely. PPs that only appear as either one
or the other, are assigned areal ADJor ADV tag, likein das=arabias ADJ (‘expert’)
and de=novo ADV (‘again’) .

Classes N, ADJ, irregular PCP, and V have root- or base-form entries in the lexicon,
with only irregular inflexion forms being listed separately. For the SPEC, DET and
PERS classes al individual word forms appear in the lexicon with their inflexion
tags. Numerals are treated according to their subclasses NUM <card> (cardinals,
individual word form entries), ADJ <NUM><ord> (ordinals, base form entries) and
N <NUM> (fractions and multiples, base form entries). While numerals only in part
mimic other word classes, the abbreviations class (<ABBR>) is completely
"parasitic”, and for this reason it isn't treated as a word class at all, but tagged as a
morphological feature along with other such tags (like <*> for capitalisation, <*1>
and <*2> for left and right quotes).

g.v. <ABBR>V IMP 2S
c.-tes<ABBR> ADJM/F P
fig. <ABBR>NF'S

E.U.A <ABBR>PROPR M'P

ADV, PRP, IN and the K classes have no inflexion forms, and words from these
classes get one lexicon entry per word (some words, though, like ‘comao’, can belong
to several classes).

In a way, even punctuation marks might be called a morphological (word?)
class. Unlike words, punctuation marks are pre-tagged - by prefixing the '$ sign (at
the preprocessor level):

$.  full stop
$, comma
$  hyphen
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This graphical marker ($) tells the tagger what not to analyse with ordinary word
form analysis tools, and makes it easier to run word-based statistics on the parser's
outpuit.
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2253 Portuguese particles

By ‘particles’ | will here define those “ function word subclasses’ of ADV, KS KC,
PRP, SPEC, DET that help glue the sentence together, like relatives, interrogatives,
conjunctions and conjunctional adverbs, quantifiers and operator adverbs. These
adverbs constitute more or less closed lists (with the possible exception of
polylexicals, which are included in the analyser’ s lexicon for practical reasons).

The word lists of this chapter have been included mainly in order to illustrate
the kind of lexical information that the parsing modules can draw upon. A more
detailed discussion of the syntactic function of these word classes can be found in
chapter 4.5.4.

Relative adverbs ADV <rel>

CONJUNCTIONAL FUNCTION <ks> a=proporgao=que, ainda=gquando, ab=passo=que,
ao=tempo=que, apenas, aquando, assim=como, assim=que, bem=como, cada=vez=que, conforme,
consoante, da=mesma=maneira=que, enquanto, logo=que, na=medida=em=que, onde, qual [Rareg],
guando, segundo, sempre=que, sendo=quando, tal=como, toda=a=vez=que, todas=as=vezes=que,
tdo=como, tdo=logo, a=maneira=que, &=medida=que, a=propor¢cdo=que

PREPOSITIONAL FUNCTION <prp> conforme, consoante, qual, segundo, t&o=como
COMPARATIVE FUNCTION <prp> <komp><igual> como, quanto, que=nem, qudo

The word class of relative adverbsis not universally recognised, often one finds most
or al of its members referred to as conjunctions (‘venha quando quiser') or
prepositions (‘grande como um urso'). However, since a "conjunctional” adverb like
‘como’ in 'nd sei como funciona is morphologically indistinguishable from the
prepositional ‘como’ or the "pure" adverbial variant in, for example, an interrogative
sentence like ‘como se chama?, | prefer to call them all adverbs and distinguish
between semantico-syntactic sub-classes in order to prepare for syntactic
disambiguation.

A strong argument in favour of the “existence” of relative adverbs in
Portuguese is the use of the future subjunctive tense in "temporally relative" finite
subclauses like 'me avisem quando ele vier!", in much the same way as in
postnominal (attributive) or absolute nominal relative subclauses: 'Sgja quem for',
'Podem comprar os livros que acharem interessantes.

| nterrogative adverbs ADV <interr>

a=que=propdsito, aonde, como, donde, hd=quanto=tempo, onde, para=onde, por=que, por=qué,
quando
QUANTIFIERS (INTENSIFIERS) <quant> quanto, only as pre-adjects (@>A): quéo, que

Not al adverbs can appear in al adverbia slots of the Portuguese sentence, and
lexical knowledge about which adverbs are alowed where, can be of great use to the
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CG-rules at the disambiguation level (cp. 4.5). Interrogative adverbs, for instance,
can head infinitive subclauses but not future subjunctive subclauses while the
opposite is true of relative adverbs, an important piece of contextual information for
the morphological disambiguation of verbs.*

Operator adverbs ADV

SET OPERATOR <setop>/<aset> apenas, até, ndo, nem, sendo [‘only’], sequer, somente, SO,
sobretudo, principa mente, também, tampouco, mais +NUM, meno +NUM, mesmo, inclusive
POST-ADJECT (@A<) <post-adv> mais, menos, demais (um bolo mais)
BEFORE NUMERALS <+num> mais (comeu mais dois bol 0s)
TIME OPERATOR <atemp> ainda, de=novo, em=breve, enfim, ja, j&=néo, mais (ndo mais), mal
META OPERATOR <ameta> absolutamente, certamente, simplesmente, obviamente,
possivel mente, provavel mente, realmente, talvez

Operator adverb distribution is discussed in detail in chapter 4.5.4.5.

Quantifying adverbs (intensifiers) ADV <quant>

assaz, bastante, bem, cada=vez=mais, eminentemente, extremamente, igualmente, imensamente,
incrivelmente, mais=ou=menos, mui, muito, muitissimo, particularmente, pel o=menos, pouco,
pouguissimo, quanto=mais, sobremaneira, sobremodo, terrivelmente, totalmente, tremendamente,
vagamente

POST-ADJECTS (@A<) <post-adv> demais, paca, por=demais, por=demasiado (devagar demais)
MORPHOLOGICAL PRONOUNS <det> algo, meio, hada, que, todo, um=tanto, um=pouco
CORRELATIVE COMPARATIVES <K OM P><corr> mais, menos, mesmo

EQUALITATIVE COMPARATIVES <K OM P><igual> tanto, téo

Syntactically, intensifiers can be defined as items that can® appear in adject position
(@>A, @A<), modifying adjectives or adverbs where these semantically permit
quantifying. Traditionally, it is this syntactic distribution that makes the above words
adverbs, even where one morphologically might argue that many really are pronouns,
used with intensifier function. | have chosen to follow the traditional distinction,
retaining only a secondary pronoun tag <det>%.

Deictic adverbs ADV <dei>

TIME: agora, amanhd, ent&o, hoje, nunca, ontem, sempre
PLACE and DIRECTION: alhures, ali, ai, aqui, ai, dagui, 18, nenhures, praqui
MANNER: assm

% I Portuguese, the infinitive and future subjunctive forms are identical in all regular verbs.

® |n which case their secondary tag of 'intensifier' (<quant>) will be "instantiated", i.e. not be removed by CG-rules on
the valency/semantic level.

% The tag was originally introduced for the sake of ‘todo’ which can sometimes inflect () even when used as an
adverbial adject (cp. 4.5.3). Since the tag is also used for adverbia ‘nada’ and ‘algo’, it should eventually be
supplemented by a <spec> tag, or changed into <pron>.
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Deictic adverbs refer to discourse place and time, using "real” and not text context.
Like operator adverbs, deictic adverbs can neither be pre-modified by intensifier
adjects nor post-modified by PPs. They can, however, appear as "subjects’, this
being cited as a distinctive trait in some grammars. hoje e ontem tem sido dias muito
agradaveis®,

More ordinary functional roles for deictic adverbs are those of adverbial
adjunct and adverbial complement where they replace ADVPs in a "pronomina™
fashion. From a disambiguation perspective the non-modifiability allows CG-rules
like:

REMOVE (@>A) (0 <intensifier>) (1 <dei>)

Discard the preadjectal reading for intensifiersif they are followed by adeictic
REMOVE (@A<) (0 PRP) (-1 <dei>)

Discard the postadjectal reading for prepositionsif they are preceded by a deictic

Conjunctional adverbs ADV <k...>

CO-ORDINATING <kc> agora, ainda=por=cima, apesar=disso, assim, conseqlientemente,
de=contrério, eis=porque, ja, ainda=assim, ainda=menos, assim=mesmo, haja=vista, mesmo=assim,
nada=menos, nada=obstante, no=mais, ora, Ora=pois, OU=Sgja, POoiS, Pois=bem, pois=entao,
portanto, quando=muito, quando=n&o, quer=dizer, sendo [‘ otherwise'], sO=que
POST-POSITIONED <kc><post> contudo, entanto, entretanto, nem=por=isso, no=entanto,
no=entretanto, porém, todavia

SUBORDINATING <ks> [cp. the ADV <rel> list above]

others: nem ... nem, ndo ... nem, ora... ora(all treated analytically at present)

Conjunctional® adverbs are adverbs, that introduce a proposition in much the same
way co-ordinating conjunctions do, and bind it to a preceding sentence, establishing
a consecutive (assim, consequentemente), or - more typically - a concessive or
adversative relation (ainda=assim, sendo, nada=obstante). When in sentence-initial
position, the former can be syntactically replaced by '€, the latter by 'mas.

A number of adversatives may, however, be postpositioned to the right of the
focus, too (porém, todavia, entretanto):

a [a] <art> DET F @>N ‘the

divida [duvida] <p>N F S @SUBJ> ‘doubt’

$,

porém [porim] <kc> <post> ADV @ADVL> ‘however’

$,

persiste [persistir] <vi> <sN>V PR 3SIND VFIN S:2207 @FMV ‘remains

% |n my parser, | retain an adverbial analysis in these cases, both because some deictics (directives like praqui and
daqui) do not seem to have the subject option, and because there is an alternative impersonal predicative anaysis, as the
viability of the truncated sentence shows tem side dias muito agradaveis, as well as the asterisc-icity of subject-
pronominalisation: * Eles tem sido dias muito agradaveis.

® In Portuguese grammars, expressions like connective adverbs, referential adverbs and anaphorical adverbs cover
more or |ess the same concept.
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Also others (e.g. assim, pois, ora) may appear in other but sentence-initial position,
this being in argument against fusing the classes of conjunctional adverbs and co-
ordinating conjunctions. Another reason for maintaining the distinction is the fact
that real KC and ADV <kc> can be juxtaposed, while two KC are mutually
exclusive:

mas [mas] KC @CO ‘but’

ainda=assim [ainda=assim] <kc> ADV @ADVL> 'still'

estara [estar] <x+GER>V FUT 3SIND VFIN @FAUX ‘will be
faltando [faltar] <vi> <sN>V GER @IMV @# CL-AUX< ‘missing’
um [um] <quant2> <arti> DET M S @>N ‘a

componente  [componente] <cc> N M S @<SUBJ ‘ component’

vital [vital] <n> ADIM/F S @N< ‘vita’

Subordinating conjunctions

como=que, do=que, entrementes=que, entretanto=que, se, sendo=que, tanto=mais=que
<+SUBJ> a=fim=de=que, a=menos=que, a=modo=que, a=ndo=ser=que, ainda=que,
a=pesar=de=que, bem=que, caso, como=quer=gue, conquanto, contanto=que, dado=o0=caso=que,
dado=que, embora, exceto=se, nem=que, ho=caso=gue, por=maior=que, por=mais=que,
por=menor=que, por=menos=que, por=modo=que, por=muito=que, por=pouco=que, posto=que,
guando=mesmo, salvo=se, se=bem=que, sgja=que, suposto=que

<+IND/SUBJ> a=ponto=que, a=tal=ponto=que, a=termo=que, como, de=feicdo=que,
de=forma=que, de=jeito=que, de=maneira=que, de=modo=que, de=sorte=que, de=tal=forma=que,
de=tal=maneira=que, de=tal=modo=que, de=tal=sorte=que, que, tanto=assim=que

<+IND> ap=passo=que, ca, desde=gue, enquanto=que, ja=que, pois=que, Por=isso=mesmo=que,
por=isso=que, porquanto, porque, uma=vez=que, visto=como, visto=que

<+SUBJ_PR> desde, primeiro=do=que, primeiro=que, onde=gquer=que, quando=quer=que,
<+SUBJ_FUT>

<+IND/FUT_PR> mal

COMPARATIVE <komp><corr> que, do=que

Co-ordinating conjunctions

€, Mas, ou, ou=antes, quer, sendo [‘but’, ‘but only’], sendo=que [‘but rather’]; Latin: €t, i.e.
<parkc-1><parkc-2> nem ... nem, ou ... ou, quer ... quer
<others> quanto ... tanto, sgja... sgja, sga... ou, tanto ... como (all treated analytically)

Digunct co-ordinators like ‘ou ... ou’ cannot, of course, be morphologically tagged
as “one” in aword-based notation scheme, but any ‘ou’, ‘nem’ or ‘quer’ istagged for
both first and second part function (<parkc-1><parkc-2>) which is then
disambiguated by a syntactic grammar module. The two introducing parts of a
comparative equalitative construction (‘quanto ... tanto’, ‘tanto ... como’) are not
treated as co-ordinations at all. Rather, the second part is seen as a postadject
argument of the first (cp. chapter 4.5.2).

| ndependent quantifier pronouns SPEC <guant0>

-02-



algo, algum=tanto, nada, nadinha?, nem=um=nem=outro, neres=de=neres, neres=de=pitibiriba,
o=demais, outro=tanto, seja=o=que=for, tudinho, tudo, tudo=isso, tudo=isto, tudo=junto,
tudo=0=mais, um=isto, um=peguenote, um=pouco, um=tanto, um=tique, um=tiquinho,
um=tudo=nada

RELATIVES <rel> quanto=mais, todo=quanto, tudo=0=que, tudo=quanto

| ndependent +HUM pronouns SPEC <hum>

ENUMERATIVE <enum><hum> alguém, cada=um, ninguém, toda=a=gente
RELATIVE <rel><hum> quem
INTERROGATIVE <interr><hum> quem

| nterrogative pronouns DET/SPEC <interr>

DET qual/quais, que, que=especie=de; QUANTIFIER <quant2> quanto/-a/-o5/-as
SPEC que, qué, quem, quem=mais; QUANTIFIER <quant0> quanto=mais

Relative pronouns DET/SPEC <rel>

DET o=qual, a=qual, os=quais, as=quais, QUANTIFIER <quant2> quanto/-&/-0s/-as
SPEC que, quem; QUANTIFIER <quant0> quanto=mais, todo=quanto, tudo=0=que, tudo=quanto

Quantifying determiners DET

<quant1> a=generalidade=de, ambos/-as, dezenas=de, o=comum=de, todo/-a [<integr><post-det>],
todo/-a/-09/-as [<enum>]

<quant2> algum/-al-ng/-as, cada, certo/-al-0g/-as [visse], muito/-al-0g/-as, nenhum/-al-ng/-as,
qualquer, um/-al-ng/-as, varios/-as, quanto/-al-og-as [<interr>], tanto/-al-0s/-as [<K OMP><igual>],
mais [<KOMP><corr>], menos, [<KOMP><corr>],

<quant3> diferentes, diversos/-as|, muito/-a/-05/-as, varios/-as, bastante/-s, diferentes, diversog/-as,
pouco/-al-0g/-as,

<guant2><quant3> muito/-a/-0s/-as, variog/-as

<K OMP><corr> mais, menos, mesmo

<K OM P><igual> tanto, ta

<komp><igual> quanto [<quant2>], tal, qual

Prenominal adjectives ADJ <ante-attr>

bom, critico, futuro, fémeo, grande, jovem, lindo, livre, mau/ma, médio, novo, pequeno, pio, pobre,
rico, velho, demasiado, meio, mero

Postnominal adjectives ADJ <post-attr>

assim, bastante, certo [‘certain-safe’], diferente, diverso, I T IV ...,

Postnominal adverbs ADV <post-attr>
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demais, mais['yet’], menos, ai, mesmo, paca, pra=chuchu

Simplex prepositions

a, ad, afora, ante, apesar, apos, até, com, contra, de [<komp><corr>], diante, durante, em
[<+GER>], embora, entre, exceto, fora, malgrado, mediante, per [A], pera[A], perante, por
[<+INF>], pra, pds, qua, salvante, sendo [where translated as ‘but’], sob, sobre, trés, versus, via
<+que> antes, depois, para, sem

<numM+><+num:> mais, menos

<komp><corr> de

Specifying word classinternal particle ambiquity

Generally the morphological module only disambiguates primary (morphologically
and paradigmatically defined) word classes. However, some adverbs and a few
pronouns are so important for structuring the sentence and, thus, important for the
disambiguation of other words, that some of the secondary (<>) features have been
subjected to disambiguation themselves. The main case is the ‘relative’ -
‘interrogative’ ambiguity of como, onde, quando, quanto, qudo, que and quem. Apart
from these, only the ‘set operator’ - ‘intensifier’ ambiguity of mais/menos and the
‘quantifier’ - ‘conjunctional adverb’ ambiguity in sendo, that have been treated in a
similar way.

Puristically, no harm is done to the integrity of primary word classes, since
these subdivisions could easily be fused again afterwards, removing all secondary
<>-tags.

Apart from syntactic function, there are semantic reasons for introducing the
subdivisions in the disambiguation scheme: as shown in the table below, nearly all
subclass distinctions in the adverb group coincide with the necessity of using
different translation equivalents in Portuguese-Danish word pairs. Early
disambiguation - a hallmark of CG - would make things easier for a bilingually
oriented semantics module later on. For the word mais even more subtle distinctions
might be appropriate (‘temporal’ ndo mais - not any more).

Table: particle subclasses

ADV ADV ADV ADV ADV KS KC PRP
<rel> <interr> | <setop> | <quant> | <kc>

como som hvordan da, fordi®

onde hvor hvor

% The distinction between como <rel> ADV and como KSis really a semantic one - one | wished to make early, i.e. in
the morphological/word class module of the parser. Another possibility would be to fuse the two classes, and replacing
the KStag by ADV plus a secondary tag like <cause>. After al, it is not uncommon for adverbs or comparators to share
lexical shape with what otherwise might be called a causal conjunction, like the Romance 'por que' (Spanish 'porque’,
Italian 'perche’), the English 'as and the - spoken - German 'wo'.
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quando nar, da hvornar
quanto [QU+] som | hvor
meget
quéo som hvor [+A]
mais endnu [x] | mere/mest plus
<post-adv> [X] til
<temp> laeangere
menos [X] mindre | mindre/-st minus
sendo kun ellers men |end
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2.2.6 Recall: Quantifying the problems

In this chapter, | will attempt a quantitative evaluation of the performance of the
morphological analyser module, i.e. that part of the system most prominent in section
2. Obviously, performance at this level only reflects lexical/morphological coverage
and the efficiency of the morphologica heuristics and derivation modules. For an
evaluation of the performance of the parsing system as a whole, see chapters 3.9 and
8.1.

Since it does not include contextual disambiguation, the morphological
analyser will have very low precision figures, directly reflecting the inherent
morphological ambiguity of the Portuguese language. Thus, on average, every word
form is assigned 2 morphol ogical/PoS readings (cp. chapter 3.2). However, recall® is
high at the morphological analyser level, and can be measured in a meaningful way.
Assuming a reasonably good lexicon coverage and quantification before analytical
heuristics™ (as explained in 2.2.4.7), most cases of recall failure for a given word
form will be cases of "no reading" rather than "wrong" reading, and the statistics
below will be based upon the assumption that, if non-heuristic readings are found,
the correct one will be among them. With this slight simplification it becomes
possible to judge recal by quantifying "unanalysable", no-reading words.® This
allows automatic extraction of the problematic words for closer inspection, reducing
inspection work load from 100% to about 0.5%.

The sample in (1) consists of a 131.981 word corpus of literature and
commentaries, containing 604 unanalysable words. For comparison, language
specified percentages for loan word frequency in a larger sample (629.364 words,
2599 unanalysables) from the mixed Borba-Ramsey corpus of Brazilian Portuguese
are given in parentheses.

% Basically, disambiguation improves precision and reduces recall, ultimately - at 100% precision -, recall will become
"correctness’, i.e. the percentage of correct readings.

% The only kind of heuristics that does have a bearing on the numbers below, are some rules for orthographical regional
variation, but the respective figures are included in table (1). Capitalized names are here not regarded as "unanalysable”,
and not included. Name heuristics, involving up to 2% of word forms in running text, is described in detail in 2.2.4.4.

% The management of “unanalysable” words is discussed in detail in chapter 2.2.4.7.
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(1) Language distribution and error typein unanalysable words

DOMAIN NUMBER OF PERCENTAGE
TOKENS

Engish | 7o 128 (93)

French T RN | 129 T (37)

italian T 10 17 T (15)

Spanish ] 28 | 46 (0.6)

German ] 5 ] 25 (0.2)

Latin 24 4.0 (2.7)

orthographic variation 125 20.7 Correctables

(European/accentuation) | ||

other port. orthographic 74 12.3 Misspellings

non-capitalised names and |37 6.1 Encyclopaedic

abbreviations lexicon failures
names and hame roots 18 3.0
abbreviations 19 3.1

root not found in lexicon 119 19.7 Corelexicon
found in Aureio® o1 15.1 failures
not found in Aure€lio 28 4.6

derivation/flexion problem 15 2.5 Affix lexicon
suffix 8 1.3 failures
prefix 3 0.5
inflexion ending 2 0.3
alternation information 2 0.3

other 2 0.3

SUM 604 100.0

The table shows a roughly equal distribution of unanalysable words between three
main groups, (a) foreign loan words, (b) spelling problems (shaded), and (c) lexicon
failures (including abbreviations and name derived words). Of course, the spelling
problem group will vary greatly in size depending on corpus quality and
provenience. Also, the one-register corpus above is not typical with regard to loan
word distribution. Ordinarily - as the numbers from the Borba-Ramsey corpus show,
English has a larger and French a smaller share in the loan word pool. And while
nearly non-existent in the literature corpus, scientific domain words can be quite

prominent. Cp. the following percentages from the Borba-Ramsey corpus:

(2)
domain number percentage
medical terms 129 5.0%
botanica terms 45 1.7%
pharmaceutical names 102 3.9%

(of all unanalysable words)
(of al unanalysable words)
(of all unanalysable words)

% Aurélio Buarque de Holanda Ferreira, “ Novo Dicionario Aurelio”, second edition, Rio de Janeiro 1986
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The overall frequency of unanalysable words, however, is quite stable: For both the
literature and the Borba-Ramsey corpora, as well as for VEJA news magazine texts,
the figure is roughly 0.4%.
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3

M or phosyntactic disambiguation:
The holographic picture

3.1 The problem of ambiguity: A pragmatic approach

3.11 Relevant ambiguity
Handling and resolving ambiguity is the central mechanism in the Constraint
Grammar formalism. So, in away, it seems reasonable to assume that which types of
ambiguity are specified will condition the kind (and quality) of the grammatical
description to be achieved. In a modular, level based, parsing approach, it makes
sense to classify ambiguities according to the morphological, syntactic, semantic
(and possibly, pragmatic) levels, and then to address the problem of ambiguity with
similar tools at ever higher levels, while exploiting different levels and increasing
amounts of lexica and contextual information. In this process, any advance in
disambiguation on one level would improve the informational leverage for the next
level.

In this vein of layered analyses, homonymy can be defined as morphological
ambiguity, involving (1) free morphemes (lexical ambiguity), (2) bound morphemes
(inflexional ambiguity), or (3) both (lexico-inflexional ambiguity).

M or phological
ambiguity
(homonymy)
(1a) lexica (base) (2) inflexiona (3) lexico-inflexional
(free morphemes) (bound morphemes) (free/bound
different base forms, same categories morphemes)
- foi "ir" VPS3S (‘he went')
same base form, different base forms,
' ' . differencein one or differencein lexeme-
(1b) lexical (PoS) | [(1c) lexical (paradigm) more word form AND word form
~same base form, same ba;e form, categories categories
differencein category| | differencein oneor
inventory and -type more lexeme _ amamos PR 1P _buscaNF S
cetegories - amamos PS 1P (‘'search’)
- complementar V - busca V PR 3S
(‘to flatter’) - guarda F' (‘he searches)
- complementar ADJ (‘guard' [group]) - 9




While inflexional ambiguity (2) concerns differences in word form categories,
lexical ambiguity can be subclassified according to whether it involves base forms
(1a), category inventory (i.e. morphological word class as | define it, 1b) or
differences in lexeme category (1c).

Representing the lowest level of context dependent rule based
disambiguation, morphological ambiguity (PoS, inflexion) needs special attention,
since rules can here only draw upon lexical/morphological context and on each
other, not on implicit information from any earlier levels of disambiguation. One by
one rules will then improve the quality ("unambiguity") of the context clues and thus
make life easier for each other.

Many morphological ambiguities can be resolved by using local context and
immediate group neighbourhood only (i.e. without global, unbounded rules). Thus
rules based on agreement are more prominent on this level than valency based
rules™. The more fundamental the ambiguity, the more profound a given reading's
impact on its surroundings will be, which is why PoS-ambiguity (1b, 3) is more
“Important” for later stages of analysis than purely paradigmatic (1c) or inflexional
(2) ambiguity. In my Portuguese test text data, each PoS-error will on average cause
1-2 syntactic errors around it. Consequently, it is more permissible to use
portmanteau-tags for inflexion than for PoS, this being my choice in a few cases of
type (2) ambiguity, where many members of a word class lack a certain categorical
distinction, like gender in '-ar' -adjectives (M/F) and the present and perfeito simples
tense distinction in the l.person plural of regular verbs (PR/PS). An especially
recalcitrant problem is (1a): In the example, all PoS and inflexion tags are the same,
but a difference in base form forces the parser to make a semantic lexeme distinction
that would otherwise belong to a much higher level of analysis (cp. chapter 3.7.2.1).
For the'ir' - 'ser’ pair, 35 rules are needed, many using higher level information, like
the copula-valency of 'ser' or the membership of 'ir' in the MOVE-class of
intransitive verbs.

Some traditional word class distinctions do not really belong on the
morphological level, but are rather syntactic classes derivable not from the words
morphological category inventory, but its syntactic uses:

1) -ista noun or adjective ?
(2) "que' conjunction or pronoun or determiner ?
3 "o article or demonstrative pronoun ?

™ Though valency based rules may become necessary where everything else (short of semantics proper) proves
inapplicable, asin (1a).
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(4 "quando" conjunction or adverb or WH-word ?

Example (1) refers to an open, productive (!) class of "attributive" nouns, many of
which are lexicographically registered as adjectives, too. What this really means is
just that they can appear in syntactic places where one would normally expect an
adjective:

(5a8) Conhece @FMV muitos @>N comunistas @<ACC.
(5b) Leu @FMYV véarios @>N manifestos @<ACC comunistas @N<.

As can be seen from the "noun-function” @<ACC (direct object) and the "adjective-
function" @N< (post-nominal modifier adject), the syntactic level has to make the
distinction anyway, and adding the word class tags N and ADJ, respectively, is quite
redundant. However, though virtually al '-ista® nouns in Portuguese can appear
postnominally, traditional lexicographic treatment as ADJ is still an indicator of the
frequency of this usage for a particular word, and disambiguation on the word class
level may be a way of providing early (and easy) syntactic "bootstrapping”
information for the next round of (syntactic) CG-rules.
The same holds for the 3 uses of "que" mentioned in (2):

(6a) Se @FMV que @SUB @#FS-<ACC era @FMV comunista @<SC.
(6b) Que @ACC> gquer @FMV ?
(6c) Que @>N carro @ACC> quer @FMV ?

Here, @SUB (subordinator) translates into conjunction word class (KS), @ACC>
implies pronoun class (SPEC) and @>N (pre-nominal modifier) the PoS class of
determiner (DET). S$till, "que" is so central to clause structure, that early
disambiguation (i.e. on the morphological, or rather, PoS/inflexion level) is
desirable.

For (3) and (4), | have chosen a dlightly different path, opting for one word
class (DET for "0" and ADV for "quando"), but adding secondary tags. For "0",
<art> matches @>N use, and <dem> pronominal use (@NPHR), but the secondary
tags are not disambiguated in the morphological module, the reason being, that the
distinction is a class feature of the whole determiner class, most of whose members
can (aso) be used nominally in Portuguese. QU-adverbs like "quando” receive the
secondary tags <interr> and <rel>, the latter implying "conjunctional” use (7c), the
former covering the traditional (interrogative) adverb reading (7a). These word class
boundaries are, however, difficult to maintain. (7d) forces a 'relative’ reading not
traditionally compatible with the conjunction class, and (7b) places the ADV-
"quando" in complementiser™ position otherwise typical of conjunctions or relatives.

™ In this text, “coplementiser position” is the clause header field which is obligatory in Portuguese finite and averbal
subclauses, and optional in non-finite subclauses. “Complementisers’ are the items able to fill this position,
subordinating conjunctions, relative adverbs and interrogative adverbs. Contrary to some Portuguese grammar
traditions, tbe notion of complementiser is not restricted to “completive” (substantival) finite subclauses typicaly
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| would therefore argue that the distinction be handled not as one of word class
(ADV/KS) but of semantico-syntactic subclass (<interr> and <rel>) and syntactic
function (complementiser or not).

(7a) Quando <interr> @ADVL> vem?

(7b) N&o sal quando <interr> @ADVL> @#FS-<ACC vem.

(7c) Venhaquando <rel> @ADVL> @#FS-<ADVL quiser!

(7d) Aconteceu no diaquando <rel> @ADVL> @#FS-N< nasceu.

On the syntactic level, in a CG system, one must distinguish between the structural
ambiguity encountered in the text itself, and the multiply mapped dependency and
functional ambiguity introduced and then disambiguated as a natural and usually
unavoidable intermediate step in CG-based parsing. While the ambiguity involved in
the latter is “temporary” and designed for disambiguation, the former type of - text
immanent - ambiguity is “true ambiguity” from a purely syntactic point of view, -
and much harder to resolve. Small and lexicaly idiosyncratic clues have to be
exploited, and world knowledge as well as a larger-than-a-sentence text window may
well be necessary for full resolution:

Syntactic ambiguity
(analytical ambiguity)

(2) syntactic form (2) syntactic function (3) anaphora (4) co-ordination
(attachment ambiguity) (linking function) (linking form)
0 homem com a um homem que ama Amava sua irma homens e mulheres no
bicicleta da China toda mulher. (‘he loved his/your Brasil
(‘[ The man with the (‘a man who loves Sister’) (‘[ men and women]
bicycle] from China' - | |every woman' - 'a man from Brazl' - 'men and
"The man with [the every woman loves) [women from Brazl] ")

Where at all resolvable within the universe of one isolated sentence, ambiguities on
the syntactic level are typically addressed by exploiting lexical information about
valency patterns, basic word order probabilities and chunking information from
punctuation, complementiser words or - less important - agreement links. This holds

headed by a conjunctional ‘que’. Rather, the concept extends to relative (“attributive”) and adverbia subclauses, as well
asto averbal subclauses.
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both for the simple ambiguities introduced by the CG mapping module (not focused
upon in this section) and the more difficult text immanent ambiguities:

(8a) FalavaVFIN com PRP o DET homem N que <rel> SPEC ama VFIN.

(8b) FalavaVFIN com PRP o DET homem N que <rel> SPEC ama VFIN outra ADJ mulher N.

(8c) FalavaVFIN com PRP o DET homem N que <rel> SPEC outra ADJ mulher N ama VFIN.

(8d) FalavaVFIN com PRP os DET homens N que <rel> SPEC outra ADJ mulher N amam
VFIN.

In the example sentence (8a), in its input form to the syntactic module, que has
already been identified as relative pronoun by the morphological CG-module, and
can therefore be used for chunking - it identifies an important piece of syntactic
form, the break between main clause and subclause, and - being a relative - even
suggests the subclause's function: postnominal modifier (@#FS-N<). But, since
subjects are optional in Portuguese, que is still ambiguous clause-internally, between
subject (@SUBJ) and direct object (@ACC). Knowing from the lexicon that ‘amar' is
preferably monotransitive, the parser opts for the @A CC reading. In (8b), valency is
not enough to make the choice, since two NPs are present. For non-ergative words,
however, Portuguese prefers preverbal subject position (cp. 8c), so outra mulher is
ruled out as subject in (8b), and the unigueness principle makes que the subject of
the subclause. Another word order rule states that non-pronominal objects do not
normally precede the verb, which is why outra mulher in (8c) is read as @SUBJ.
Still, the @ACC-reading can be forced by interference from an agreement rule, like
that of number-agreement between subject and finite verb (8d).

Idedlly, for the sake of notational consistency, both form and function of
syntactic constituents should be disambiguated in all cases. Sometimes, however, it
Is advantageous to underspecify one of the two. The syntactic form ambiguities of
hierarchical (example 1) and co-ordinated (example 4) postnominal attachment, for
instance, can be tackled by agreement rules in the case of adjectival modifiers, but
not for PP-modifiers. It does not make sense to introduce ambiguity on a level of
analysis where it cannot be resolved, and CG's flat dependency grammar provides a
kind of "structural portmanteau”-solution, providing an unambiguous function
reading (postnominal) in combination with an ambiguous attachment reading (left
attachment, <):

(98) o0 homem com @N< abicicletada @N< China.
(9b) homens e @CO mulheres no @N< Brasil.

(9a) o homem com @N< [abicicletade @N< aluminiQ.
(9b") homens e @CO [mulheres na @N< menopause].
(9c) um homem com @N< [formacdo em @N< direito].

Sometimes, valency (9¢) or semantics (9a, 9b") can provide a clue, that could be
exploited by a tree transformation application. For certain other applications, like
machine translation from Portuguese into English or Danish, this particular kind of
dependency underspecification does not pose problems.
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Underspecification of syntactic function, too, is very common in all parsers,
simply because there is no obvious limit to the degree of "delicateness of syntax" one
might want to introduce. In general, Constraint Grammar adopts the pragmatic and
methodologically logical solution of viewing ambiguities as strict surface
phenomena (Karlsson et. a. 1995:22). In my parser, for instance, the distinction
between complement and modifier postnominal PPs is not made explicit in the PP's
syntactic tag (which is @N< in any case), but only inferable from the preceding
noun's valency tag. However, the line between surface and deep structure, as
between syntax and semantics, is not an easy one to draw - and one may well end up
defending a “deep/semantic” distinction in the name of surface syntax in one place,
and omitting it in another.

The reason why the syntactic underspecification problem needs mentioning, is
obvious from my annotation scheme: On clause level, both dependency and syntactic
function are specified (e.g. @<SUBJ, @SUBJ>), while on group level dependency
takes over, and head-dependent relation (with the head marked at the tip of the
dependency marker arrow) is the only function there is (e.g. @>N, @N<, @>A,
@A<, where the function marker's place at the base of the dependency marker arrow
is left empty). Yet, in alanguage without case marking of nouns and without fixed
word order, even the subject-object ambiguity is not entirely a surface syntactic
problem, and rules have to exploit both valency potential and semantic distinctions
like tHUM.

With clause functions in mind, one could, therefore, argue that genitivus
subjectivus (“a promessa da méae”) and genitivus objectivus (“a promessa de gjuda’)
are syntactic categories (to be marked functionally, @N<SUBJ, @N<ACC) rather
than (not to be marked) semantic ones (cp. thematic roles in the next section).

Even more than genitivus subjectivus and genitivus objectivus, postnominal
participle-clauses (cp. chapter 4.4.4.2), ablativus absolutus (cp. chapter 4.4.4.1) and
NP-AP nexus structures after ‘com/sem'’ (cp. chapter 4.4.2, example (5)) are examples
where the otherwise clear distinction between the clause and group levels becomes
fuzzy, which iswhy | have here opted for the more specific notation and introduced -
minimal - function markers (e.g. @A<PIV, @A<ADV, @N<PRED) instead of the
“naked” dependency markers (@A<, @N<).

Another case of syntactic underspecification concerns determiner pronouns
(like in amava sua irmé), which in principle have two syntactic links, both cemented
by agreement rules”, one being that of prenomina (@>N), the other that of
"possessive”, which in the case of the third person possessive may attach reflexively
to the subject (for clause constituents) or to the NP-head (for group constituents), or
to some referent outside the sentence”. The parser specifies the second link only
indirectly by means of a simple secondary tag (<1S poss> or <3S/P poss>). In the

"2 |n Portuguese, the categories gender and number have agreement with the modifier head, and the category of person
with the possessor.

™ Always evolving, Brazilian Portuguese does now have a colloquial language alternative for this case: the terms dele,
dela, deles, delas (literaly: "of him, of her, of them") in posthominal position. Seu, sua, seus, suas can then be reserved
for the reflexive case (‘his/her/their own’) and the polite 3.person addressing pronouns (= 'de vocé [your]).
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case of a 3.person possessor, the underspecification with relation to gender and
number can prove a problem when trying to translate into languages where
possessives do have gender/number agreement with the possessor. The same
problem arises for subject-less Portuguese clauses with a finite verb in the 3.person.
In both cases, the translation module runs a "subject gender/number" counter, that
hel ps resolve the ambiguity of possessives or verb-incorporated persona pronounsin

subclauses or subsequent main clauses’™.

Working upwards, the next disambiguational distinction to make is the
semantic one. Since most lower level ambiguities have semantic consequences, and
semantics needs a textual vehicle anyway (either lexical, inflexional or syntactic), |
will discuss semantic ambiguity along lexical, analytical and functional lines:

™ Thisis the only case, where the parser uses an analysis window larger than one sentence (which is the default window
for all CG-based modules).
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Semantic ambiguity

analytical (structural)

lexical /\ functional

(2) polysemy (2) polylexicals (3) scope (4) thematic roles
fato-1 (‘fact’) ter boasrazdes para.. | [N&o compretrés O sacrificio da mocga
fato-2 (‘suit’) (‘have good reasons | |garrafas de vinho, (‘'The sacrificing of the
fato-3 (‘flock’) to..") compre quatro/cervejal| (girl")

ter razao (‘Don't buy [three] 0 duende voltava trés
('to beright’) bottles of wine, buy vezes/rubins.
four !' - 'Don't buy ('The dwarf returned

The above sequence of semantic ambiguity types mirrors and supplants, in a way,
what has been said about ambiguity on lower levels. Thus, the lexica level of
polysemy corresponds to homonymy, and more specifically, to lexeme category
ambiguity (type 1 of morphological ambiguity), while the analytical and functional
types mirror the corresponding syntactic ambiguity classes of syntactic form and
syntactic function. Of course, lower level distinctions can imply higher level ones
(this upward implication is one important aspect of progressive level parsing,
downward application of lexical categories being another one), as shown for the
intermediate level syntactic word classes. Thus, treating the semantic ambiguity
types 2-4 as syntactically inspired, one might call thematic roles semantic arguments,
polylexical meaning could be regarded as a side effect of a very closely knitted
syntactic relation, and scope could be described as the semantic result of operator
attachment. Conversely, the cohesion section of syntactic ambiguity (anaphora and
co-ordination) might be seen as a syntactic description of semantic structure.

In the three diagrams above, the difference between the semantic ambiguity
level and the two lower levels is that, for polysemy, polylexical meaning, scope and
thematic roles, none of the existing morphological or syntactic tags can capture the
ambiguity in a principled way on the word itself, since both (semantic) readings will
receive the same lower level analysis:

(10)
typel: fatoNMS
type2: terrazéo @<ACC
ter boas razdes @<ACC para ..
type 3: nao @ADVL> compre trés garrafas de vinho, compre quatro/cerveja!
typed: o sacrificio da @N< moca
o duende @SUBJ> voltavatrés vezes/rubins
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The fact that these semantic distinctions are not "taggable”" on the lower levels, does
not, however, mean that lower level tag context is without disambiguational power.
While the polysemy of 'fato’ has to be resolved solely by using semantic
discriminators (abstract countable <ac>, clothing <tgj>, group of animals <AA>) and
semantic context (cp. 6.3.1), other polysemous words can be disambiguated by
morpho-syntactic means:

(11a) maisar  <cm> (concrete mass noun) ar'
(11b) umar de <anfeat> (anatomical feature) <+de> (@N< argument) ‘flair'
(11c) boasares <ac> (abstract countable) <smP> (plural noun) ‘climate’

In (11), the prenominal context answers the question of the word's countability, mais
('much’) in the negative, the numeral um (‘one’) and the plural boas (‘good' P) in the
positive, matching the mass noun tag <am> and the countable tags <anfeat> and
<ac>, respectively. In (11c), a morphological feature of the word itself (plura: P)
accomplishes the same thing. Finally, for differentiation between (11b) and (11c),
nominal valency (<+de>) is used, matching the postnominal PP context in um ar de
santo (‘an air of holiness).

In the second type 4 example, the thematic role of ‘duende’ (AG or PAT) could
be deduced either from the verb's valency instantiation (transitive or ergative) or the
@ACC/@ADVL function of 'rubins /'vezes, respectively. Of course, to provide this
kind of valency or argument information, other semantic information may be
necessary, like - in this case - knowledge about the time-class membership of 'vezes,
and the concrete object feature of 'rubins' (which, in fact, both happen to be marked
in the system's lexicon);

For the incorporating verb example (type 2) it is important, that the inflexional
form of incorporated nouns is lexically fixed, and directly adjacent to the
incorporating verb, not allowing for adnominal modifiers or arguments. This is
lexicalised by different lexicon entries for razao:

(12)

razaoH#=#<\V NP.acC>##<dar+><+a-piv>#42712

__give{ngn} ret (‘to concede that sb isright’)

raza8o#=H<V NP.aCC>H#HHHHH<ter+>#H42722

__haveret ('to beright)

razaoH=#<sf .cause>ttt<am><ak><+para><+paratINF>#42707

__ <cause><+para><+para+INF> grund, arsag (‘'reason, cause)

___<am> fornuft (‘'reason’)

__<ak> (ma) forhold, proportion (‘proportion’)

Here, the distinction is made by assigning a hybrid PoS to the incorporated noun:
VNP, and tagging it for its incorporating verb (<ter+>). Disambiguation of the full
noun in ter boas razdes para relies on the word's inflexion (plural P), its -1 context
(not 'ter') and its right hand argument context (‘para), all of which interfere with the
VNP reading.
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Scope ambiguities, like the above type 3 example, are structural to such a
degree that they are very hard to tag on any word, even when using semantic tags.
Only global utterance context and full “knowledge of the world” allow to decide
whether the negation should be applied to the number of bottles, trés, or the type of
beverage, vinho. Luckily, scope operators are often placed directly before the entity
they operate on:

(13a) Compre [ao menos @>A trés| garrafas de vinho!
(13a) Compre[ao menos @>N [trés garrafas]] de vinho!

Thus, in (13), ao=menos (‘at least’) can apply to either the numeral trés, or the NP
trés garrafas, and in either instance attachment structure would optimally have to be
tagged syntactically (@>A and @>N, respectively), mirroring semantic scope
structure.

In contrast to scope relations, the thematic role ambiguity of type 4 could
easily be explicited by word-based tags, - in the postnominal case by adding "clause
function" in the same way used for participle clauses, as in the following example of
“true” ambiguity (14):

(144) o sacrificio da @N<SUBJ moca (genitivus subjectivus)
(14b) o sacrificio da @N<ACC moca (genitivus objectivus)

Alternatively, one might argue that a modifier/argument distinction (e.g. @N< vs.
@N<ARG) would be enough, since the meaning of the posthominal de in (144) is
similar to a kind of default possessive meaning of de, which is compatible with
almost any head noun, while the "object" meaning of de in (14b) asks for the right
valency potential on the part of preceding noun.

In the case of thematic role marking, semantic function tags like the following
could be used:

(158) o duende @SUBJ> @*PAT voltava<ve> trés vezes @<ADVL. (patient)
‘The goblin returned three times.’

(15b) o duende @SUBJ> @* AG voltava <vt> trés rubins @<ACC. (agent)
‘The goblin returned three rubies.’

The @*-tags in (15) could, in principle, be mapped and disambiguated just like
syntactic tags, profiting from a new round of CG-rules constituting a new
(intermediate) level of syntactico-semantic analysis. The necessary information is
aready available in the present parser: In (15a) the main verb valency is instantiated
as <ve> (ergative), because vezes prefers an adverbial reading over the direct object
reading, while the main verb in (15b) is disambiguated as <vt> (monotransitive) with
rubins being its direct object. Since ergative verbs have patient subjects, and
transitive verbs have agent subjects, the correct thematic role tags can now be easily
inferred.
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In (Karlsson et. al, 1995:19ff) an interesting disambiguation oriented
(and thus CG-near) view on ambiguity is presented: Ambiguity is here classified
according to how much context is needed in order to resolve it (i.e. with CG type
rules). The resolvability criterion is applied to structural ambiguities in particular
(rather than meaning or pragmatic ambiguity), yielding local ambiguities on the one
side, which can be addressed by drawing only upon local sentence context, and
global ambiguity on the other side, where sentence-transcending context would be
needed for full disambiguation.

Analytical (syntactic) ambiguities can be found in both groups (cp. the
"resolvable" they thought her an attractive partner to the "unresolvable" they found
her an attractive partner), whereas homonymy (morphological ambiguity) belongs
amost entirely in the realm of locally resolvable ambiguity.
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TYPESOF AMBIGUITY
adapted from Karlsson (1995)

homonymy

/ (morphological) :
local

(local context needed)

paradigm external ~——_
(free morphemes)

paradigm internal
(bound morphemes)
syntact. word class

+ syntactic solution , syntactic function
Z attachment ambig.

analytical ambiguity

(constituent ambiguity) x syntact. word class

structural \ + syntactic solution

/
global

(global context needed,
i.e whole sentence or
more)

pragmatic

/

polysemy
(lexical ambiguity)
" polylexicals"
(idioms,
incorporating verbs)

attachment ambig.

syntactic function
anaphora ambiguity

coodination ambig.

" deep" structure

gapping

bank, bridge

paradigm ambiguity
(different lexemes)

port, guarda

categorical ambiguity
(parts of speech)
amamos, sheep

run, complementar

they thought that an insult

they thought her an attractive partner
heisflying planes

airport long term car park courtesy vehicle pickup point
they saw the girl with the binoculars

they found her an attractive partner
He bit his sister

old men and women
John loves Mary

those are the boys that the police debated about fighting

when the plane took off its wings shook

it was raining cats and dogs
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meaning-

scope someone |oves everybody
(quantifier, negatives)

thematicroles the door opened a few inches
(e.g. genitives) the shooting of the hunters
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An important aspect of the local-global resolvability distinction is that it can be seen as
dynamic: some PP attachment ambiguities may be moved from globa (i.e.
unresolvable) to local (i.e. resolvable) by using better rules and more lexical
information, for instance, nominal valency classes.

As amatter of fact, as long as enough lexico-semantic information is provided for
the CG-rule to work on, | even believe that the local-global distinction can be applied to
meaning ambiguity aswell. Thus, in my parser, | have been able to resolve certain types
of polysemy and verbal incorporation locally, i.e. through sentence context alone (cp.
chapter 6). Some other meaning ambiguities, like thematic roles, might prove local,
once they are introduced into the tagging scheme, and can be addressed by contextual
rules.

3.1.2 Why tags? - The advantages of the tagging notation

All Constraint Grammar (to date) isimplicitly tag-based. In fact, by extending the use of
tags to the realm of syntax, Constraint Grammar has effectively widened the horizon of
what traditionally (in HMM-analysers) was understood as tagging. Specifically, the
term ‘tag’ in grammatical analysis will here be used to designate any word based (word-
attached) aphanumeric string bearing meta-information about the word's form and
function. Tag notation is not some kind of necessary evil stemming solely from the CG-
formalism’s needs, but has a number of important advantages in its own right:

« 1. Information from all levels (morphology, syntax, semantics etc.), both form and
function, can be represented in the same formalism, and interact in the
disambiguation process.

e 2. Tags can be combined/juxtaposed graphically as a text line after the word form,
without confusing parenthesis hierarchies or the like, while also being easier to
manipulate in a datalinguistic context (especially after the text has been
"verticalised").

o 3. Tags make it easier to express ambiguity without graphically or structurally
breaking the sentence context in an analysis. Thus, in an alternative sentence reading,
it is not necessary to repeat those parts of the sentence that are not ambiguous. The
longer the sentence, and the less restrictive the grammar, the bigger the advantage
will be.

* 4. Disambiguation is not an "either-or"-process, and can be accomplished gradually
by eliminating incorrect tags. This way the process has a high tolerance of both
incomplete grammars and incomplete (or grammatically wrong) sentences, making
the system a very robust one. Output like "no parse” or "time out”, as known from
classical generative grammar, is virtually unthinkable.
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5. Tags can be integrated as meta-information in running text. This is an important
advantage for the user-friendliness of tagged corpora and the versatility of searching
tools.

» 6. Tagsare easy to evaluate statistically and facilitate | exicographic corpus research.

e 7. Word based information is pedagogically transparent, and anticipates especially
children's intuition about grammatical structure. In principle, tags can be presented
not only as attached text, but also as col our-markings, underline highlights, subscripts
etc. (cp. chapter 7.2).

« 8. Grammatical information in tag-notation can easily be filtered into different
annotation schemes by standard text processing tools. It is easily accessible to
secondary application programs.

Traditionally, due to these special aspects, the tagging notation has appealed to only a
certain section of the linguistic community. The table shows typical target areas and the
role of tagging in a number of corpus annotation projects.

Users and non-user s of word based tagging

user non-user or partial user
traditionally used for morphology: traditionally used for syntax
lexicon -> morphology -> word class word class -> syntax

analytical applications generative applications

Many big corpora (BNC, LOB, Bank of | Some hand checked corpora (Suzanne,
English) Penn Tree Bank)

Corpus-researchers (searching tools) Generative linguists

Hidden Markov Models DCG, PSG, GPSG, HPSG - parsers (e.g.

TWOL (two level morphology) ALVEY, TOSCA)

Constraint Grammar

Probabilistic parsers (e.g. CLAWS,
PARTS, de Marcken)
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3.2 M or phological ambiguity in Portuguese

3.2.1 Overall morphological ambiguity

In order to quantitatively assess the ambiguity problem in Portuguese, before writing
disambiguation rules, | ran the morphological tagger on two larger chunks of corpus,
accessible to me at the time:

(@) a 630.000-word ECI-excerpt from the Borba-Ramsey corpus of written Brazilian
Portuguese

(b) @132.000 word corpus derived from the on-line data base of Brazilian literature in
S&0 Paulo (Rede Nacional de Pesquisa)

Table (1) shows the number and percentage of word form tokens with O, 1, 2 ... 20
readings. The 1-readings row contains the figures for unambiguous cases, the O-
readings row coversrecall failures.

(1) Table: morphological ambiguity in Portuguese

Number of | Number of word form % cumulative %
readings tokens
mixed literature mixed literature mixed literature
0 2108 479 0.3 0.4 0.3 0.4
1 290131 62527 46.1 47.4 46.4 47.7
2 149148 30860 23.7 23.4 70.1 71.1
3 74142 15075 11.8 11.4 81.9 825
4 81732 17126 13.0 13.0 94.9 95.5
5 23837 4209 3.8 3.2 98.7 98.7
6 6582 1437 1.0 11 99.7 99.8
7 1043 159 0.2 0.1 99.9 99.9
8 520 79 0.1 0.1 100.0 100.0
9 9 1 - - - -
10 37 15 - - - -
11 16 2 - - - -
12 23 6 - - - -
13 4 0 - - - -
14 5 0 - - - -
15 6 3 - - - -
16 5 1 - - - -
17 1 1 - - - -
18 1 0 - - - -
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19 0 0 - - - -

>= 20 15 1 - - - -

total 629364 131981 100.0 100.0 100.0 100.0

propria- 10372 2112 16 16 - -
heuristics

orthographic 491 125 0.1 0.1 - -
intervention

Though almost all words can be analysed, more than half the word form tokens

get more than one reading, the average being 2.0 - 2.1".

The cumulative percentage column shows the proportion of word forms having n
or fewer readings. The graphical representation in (2) maps inverse cumulation,

showing the proportion of word form tokens with n or more readings.

(2) Morphological ambiguity in Portuguese

(in an excerpt from the Borba-Ramsey Corpus)

"™ These are the figures without the use of portmanteau tags. Later, portmanteau tags were introduced for 3 cases of verbal
inflexion: the 0/1/3S tag for infinitives, the 1/3S tag for some present subjunctive cases, and the PS/M QP tense tag for some
cases of 1.person and 3.person plural endings. The figure for the new version is, accordingly, lower: 1.7 readings per word

form.

The missing portmanteau-tags and the ensuing close lumping of certain tags is also the reason for the strange
relative ambiguity peak at the 4-readings mark.




100 + —

80 T

70 -+

BN(W) - %

60 T 0 100- cun®

40

30 —+

0 ! ! :ﬂ:l_‘i._li_—

0 1 2

i

6 7 8 9+ heur- ort-alt
prop

% word form tokens with n readings: N(w)-%

% word form tokens more than n-ways ambiguous: 100-cum%

Highly ambiguous words with more than 5 readings are very rare, cumulating to
roughly 1%. Very high ambiguity is usually a symptom of derivational complexity,
where every word class or inflexion reading can again be ambiguous with regard to the
derivational path assumed (prefix & suffix or 2 suffixes?, noun or adjective root?).

Of the 0.3-0.4 % words lacking analysis, most are misspellings, quotations or
loan words from other languages (mainly English, but also French, German and Latin),
and "names" without capitalisation, e.g. pharmaceutical drug names (cp. chapter 2.2.6).

The RNP corpus contains both literature, secondary literature and a considerable
portion of bibliographical information. Considering that the latter accounts for some
text passages in English, French and Spanish as well as foreign language book titles,
bibliographical abbreviations etc., a recall failure of 0.4% must be regarded as quite
low, - and only one forth of this (0.1% or 134 tokens) consists of unanalysable
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Portuguese non-name words. Apart from that, the ambiguity distribution is almost the
same as in the mixed Borba-Ramsey Corpus (where the portion of unanalysed
Portuguese words is higher, 0.2-0.3%, due at least in part to scientific and dialectal text
contributions).

In 1.6% of al cases, a PROP tag was applied heuristically, - to capitalised words
that could not be given another analysis without orthographical change (in mid
sentence), or even after orthographical alteration (sentenceinitially).

3.2.2 Word class specific mor phological ambiguity

In order to know where the CG-rules could be made to be most effective, or, in other
words, for which cases it was worth the trouble to write alot of rules, | was interested in
getting a more detailed picture of Portuguese morphological ambiguity. For the closed
word classes (PRP, KS, KC, IN, DET, SPEC, PERS, NUM) ambiguity classes can be
taken directly from the lexicon, and it would in principle be possible to write rules for
every single word. For the open word classes (N, ADJ, PROP, V, ADV"®), however, a
statistical approach seemed appropriate to assess the magnitude of the problem.

Table (1) shows the numbers for a 170.666 word VEJA newspaper corpus,
containing 121.170 words (71%) that are assigned at |east one open word class reading.
The basis for measuring ambiguity was a version of the parser that uses certain 3 verbal
portmanteau tags not used in 3.5.1, as well as some word internal disambiguation (cp.
3.4). The resulting reduction in overal ambiguity from 2.0 to 1.7 has to be borne in
mind when comparing the word class specific figures below with the findingsin 3.5.1.

| have split up the V class into finite verbs (VFIN) and three non-finite
subclasses, INF, GER and PCP, both because they show a syntactically completely
different behaviour, and because the non-finite classes with their well-defined ending
(‘ar/ex/ir' for INF, 'ando/indo’' for GER and ado/ido' for PCP) can be expected to show
their own, narrow ambiguity pattern. That the latter is quite distinct from that of finite
verbs, can be seen form the low numbers for VFIN-INF, VFIN-GER and VFIN-PCP
("verb internal™) ambiguity, respectively. The somewhat higher figure for VFIN-INF is
due to the fact that the Portuguese infinitive can be inflected - yielding ambiguity with
future subjunctive readings.

(1) Table: PoS-ambiguity class frequencies

N ADJ | VFIN | INF | GER | PCP | ADV | PROP | all ambiguous
PoS pairs
N 2188| 9273| 10959 766 6| 2197 2057 1940 29386
ADJ 241| 2369 113 9| 2334| 1168 916 16423

" This class does contain both a kind of "closed subclass’ and the open classin -mente', but is here treated as one.
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VFIN 9185| 3748 19 375 1079 540 28274
INF 11 0 0 0 26 4664
GER 0 0 0 1 35
PCP 88 16 23 5033
ADV 2670 33 7023
PROP 283 3762
all 54633
words: | 69603| 17950| 30619| 4970 903| 5335| 13938| 11/04|121170

Since this statistical analysis ignores closed class, the overall ambiguity figures will
obviously be lower than what is found for the language as a whole (about 1.7 readings
pr. word form when using portmanteau tags, 2.0 when not). When also ignoring word
class interna inflexion and subclass ambiguity (shaded), the 121.170 potential open
class words get 155.022 different word class readings (about 1,28 pr. potential open
class word form). In all, the text contains 170.998 open class readings (about 1,41 pr.
potential open class word form). The remaining 0,3 readings pr. word form (to reach
1,7) can be accounted for as the sum of cross-group ambiguity between the closed and
open word class groups, plus closed-class internal ambiguity.

As can be seen, the most common ambiguity is the N-VFIN class, followed
closely by N-ADJ and VFIN-VFIN internal ambiguity. Of these, the first is syntactically
most important, since an error here will cause additional errorsin the syntactic tags. The
risk of such error spreading is smaller for N-ADJ and very small for word class internal
ambiguitieslike VFIN-VFIN.

Apart from sheer number, the importance of an ambiguity class must, however, be
measured against the size of the word classes in question. Thus, N is a very large word
class, so maybe this explains its ambiguity rating in absolute terms, - but how large is
the ambiguity risk for, say, anoun in relative terms?

(2) Table: relative frequenciesfor word class ambiguity

WC2| N | ADJ | VFIN | INF |GER | PCP | ADV |PROP| ambiguity
WCL | (%) | () | (%) | () | (%) | (%) | (%) | (%) index
N 31| 133] 157| 11| 00| 31] 30/ 28 42.2
ADJ 51.6| 13| 132| 06| 00| 130] 65/ 51 91.5
VFIN | 358 77/ 300/ 122| 01| 12| 35 18 96.0
INF 154| 23| 754/ 02| 00/ 00/ 00 05 93.8
GER 07] 10/ 21| 00/ 00/ 00/ 00| 0.1 3.9
PCP | 412| 437] 70| 00| 00 16/ 03| 04 94.3
ADV | 148| 83| 77/ 00/ 00| 01| 192] 02 50.4
PROP | 166| 7.8 46| 02| 00/ 02 03] 24 32.2
all 45.1
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lwords; | 40.8| 105| 179 29| 05| 31| 82| 69| 710

Table (2) shows the relative risks of a word class WC1 word form to be WC1-WC2
ambiguous. The percentage given is the ratio between the frequency of this ambiguity
class and the frequency of words with at least one WC1 reading: WC1& WC2/WCL. For
example, 15.7% of all words with N readings are ambiguous with at least one VFIN
reading. The isolated word class frequencies for the undisambiguated text are given in
the last row (shaded, e.g. for N, 40.8%).

My ambiguity index is not a percentage, but the sum of al instances of different
ambiguity pairs for aword class WC1 (given in the last column intable 1, i.e. for VFIN,
28.274, the sum of VFIN-N, VFIN-ADJ, VFIN-VFIN, VFIN-INF and so on), divided
by the number of all VFIN candidate word forms (30.619). The resulting figure looks
like a percentage, in fact, it is the sum of all percentages in one row, yet due to the fact
that many word forms host several WC ambiguity pairs, this "sum" is somewhat higher
than what would be the "rea" percentage of ambiguous instances for that word class.
The overall ambiguity index for open word class ambiguity (45.1) is calculated as the
ratio between the sum of all WC ambiguity instances (equalling half the sum of the last
column in table 1, minus the shaded boxes), divided by the number of open word class
candidates.

Maybe the most striking result is the fact that nouns appear to be frequent but
harmless, while adjectives and participles are rarer, but very likely to belong too another
nominal’’ class, too. The reason for the latter is a semantico-etymological one - many
participles tend to be treated lexicographically as adjectives, and many adjectives
function as nouns, too. Since lexicography is often bilingually motivated, and word
classes often defined functionally, adjectives like dinamarqués (‘Danish’) are also listed
as nouns (‘Dane’), though there is no morphological reason for this - even the lexeme
category test fails, since these nouns often - atypically - possess gender inflexion like
their adjective counterpart. In the case of ADJPCP ambiguity, the parser is set to
routinely discard the ADJ reading, and only "remember" it for later translational
purposes, by adding an <ADJ> tag. However, this is done after the tagging stage,
though the full ambiguity is preserved in table (2).

The most dangerous case, however, are VFIN readings. Because of finite verbs
crucia role in syntactic mapping, the nearly 50% chance of VFIN-nominal ambiguity
(N, ADJ, PCP, PROP combined) is disconcerting, which is why | will provide a short
assessment of this particular disambiguation task ante temporem. Severa
morphologically different endings cases can be distinguished:

3)

" *Nominal’ is here used as an umbrella term for the open word classes defined by number and gender (N, ADJ, PCP and,
where relevant, PROP)
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VFIN nominal group

33 -0 1S MS
3b) -a 3S,13S FS
3) - 2S P

3d) ‘'-a' 13SFUT SUBJ ADJM/FS

The solution for these cases is text dependent. Many text types do not contain 1.person
verb forms, and here, VFIN could be routinely discarded. However, my parser is meant
to be able to handle any written text, so more complex disambiguation is appropriate,
involving nominal group agreement and checking for personal pronouns.

In (3c) there is a tendency towards avoiding 2.person verb forms which have
become all but non-existent in Brazilian Portuguese. (3d) is comparably rare, but
difficult to tackle. (3b), finally, is the most problematic, since both the verbal and the
nominal reading are very common. Worse, while a feminine article "a", preceding the
word form, might be a way to recognise NP-agreement, it is not in this case, since the
article itself is multi-ambiguous, one reading being that of object pronoun, which in
Portuguese is very common in front of finite verbs.

The 12% chance of confusing VFIN with INF is problematic for syntactic
reasons, too. It involves the future subjunctive readings that are often crucial for the
recognition of relative subclauses, a typical corollary error being the a wrong choice in
the pronoun-conjunction ambiguity of "se". The inverse case, INF vs. VFIN, is -
quantitatively - even worse: 75% of all infinitive readings (virtualy all regular
infinitives) can also be read as finite future subjunctives.

The friendly cases are gerunds, which are both rare and morphologically well
defined by the nearly unmimickable ending '-ndo’, and proper nouns, that have the
advantage of capitalisation marking, and only in sentence initial position pose certain,
limited problems. In fact, part of the disambiguation load for the PROP class residesin
the morphological analyser (tag assignment level), i.e. before the level table (2) is
concerned with (cp. section 2.2.4.4).

As could be expected, the word class internal ambiguity is highest in finite verbs,
dueto therich inflexiona possibilities and stem variations.

(4) revista
"revestir" <vt><deMvrp> <dervtp> V PR 1/3S SUBJ VFIN ‘to cover’
"revistar” <vt> V IMP 2SVFIN ‘toreview’
"revistar” <vt> V PR 3SIND VFIN ‘to review’
"rever" <vt><vi>V PCPF S‘to seeagain’, ‘to leak through’
"revista' <CI> <rr><occ> <+n> N F S ‘magazine’, ‘inspection’

For nouns, the second largest group in this respect, class internal ambiguity is much
lower, since its typical inflexions (the singular -a and '-0', as well as the plural '-s) are
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quite distinct, and few irregular exceptions exist. So most cases have to be lexical
homonyms. A relatively common case are words in '-r* or 'I' which can cover 2 different
lexemes, one masculine, one feminine (5a). Another possibility is lexicalised
metaphorical use (5b).

(59)
final
"find" <n> ADJM/F S'last'
"final" <occ> N F S'fina€e
"final" <cP>N M S'end'
(5b)

cara
"cara" <anfeat> <sh> <topabs> <fazer+> <ter+> <+de><H>NF S 'face
"cara' <H><Rare>NM S'guy'
"caro" <+a> ADJF S'expensive

A certain amount of ambiguity is even purely syntactic or semantic, like much of the
ADV interna ambiguity where | have chosen to treat the relative (<rel>) and
interrogative (<interr>) subclasses of words like como, onde and quando as distinct
word classes, in order to achieve early disambiguation™ (i.e,, in this case, make
syntactic class information available at the PoS tagging level). Another example is the
topological - name ambiguity in Salvador, which can both be a place name (not
allowing an article) and a personal name (allowing the definite article).

Only such word class internal semantic ambiguity has a chance to survive the
tagger's disambiguation rule set, as the figures for the same VEJA text (6) show after
complete analysis (i.e. including disambiguation) .

(6) Table: PoS-ambiguity resolved

N ADJ | VFIN| INF | GER | PCP | ADV | PROP all preci-
pairs | sion®
(%)

8 This s, of course, an exception, since secondary tags do not usually justify separate reading lines, and are not meant to be
disambiguated at the morphological stage. However, the above distinction in complementizer adverbials is of great
importance for the disambiguation of other - morphological - ambiguities, like the above mentioned FUT SUBJ vs. INF
readings, as well as for syntactic mapping (FS versusICL).

™ Since the PoS error rate for automatic disambiguation is under 1% classes (cf. chapter 3.9.2) and fairly balanced between
word classes, there is nothing wrong with using the tagger's output after disambiguation as a base line for measuring
"disambiguation gain" in comparison with the ambiguity found before disambiguation.

8 Here defined as the ratio of word forms and word form readings, not , as in Karlsson et. al. (1995), correct readings
divided by all readings. The reason for my usage of the term is, that at nearly 100% disambiguation, the alternative
definition of ‘precision’ doesn't make much sense, since it will be close to the recall figure, both of which | therefore combine
as correctness (treated in 3.9). Recall without disambiguation (where it does make sense as an independent figure) is treated
in 2.2.6).
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N 107 - - - - - - - 107| 99.7
ADJ 2 - - - - 4 - 6| 99.9
VFIN 14 - 2 - 16| 99.9
INF 2 - - - - 2| 100.0
GER - - - - -| 100.0
PCP 13 - - 13| 99.7
ADV 9 - 15| 99.8
PROP 10 10| 99.9
all 163| 99.8
before 69603 | 17950| 30619| 4970 903| 5335| 13938| 11704|121170

after: | 39394]  9949) 16023| 4648 894| 3818| 8552 11522|94394
decrease 434 46.8| 471.7 6.5 1| 284| 38.6 16(22.1

n%): | |l

table 2 422 915 96.0| 938 39| 943| 504| 322|451

ambiguity

index

Cross word class precision is virtually 100% for all open word classes, with the only
exception of the - not so open - adverb class (99.8%). But even when including word
classinternal ambiguity, precisionis still as high as 99.8%.

Table (6) makes it clear, how huge the differences in "disambiguation gain" are
for the different word classes, suggesting how and where it would be most economical
for the grammarian to channel his rule writing effort. Very little is gained for proper
nouns, infinitives and gerunds, while finite verbs, nouns and adjectives have a nearly
50% disambiguation gain. From this it is clear that it "pays more" to write CG rules
aimed at the latter classes than for the first.

Even more striking is a look at the relations between ambiguity index and
disambiguation gain: infinitives, for example, start as highly ambiguous word forms,
but most cases are finally tagged as unambiguous infinitives anyway! For nouns, though
not as ambiguous to begin with, the disambiguation tendency is even more lopsided,
with an ambiguity index 20-times as high as the final disambiguation gain, meaning that
there is avery strong bias in favour of the PROP reading in ambiguous cases. The most
"profitable" situation is that encountered in nouns, where CG rules do most work: the
gain percentage is about the same as the ambiguity index, meaning that nouns have no
strong bias in their ambiguity distribution.
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3.3 Borderline ambiguity:
The limits of form and structure

In chapter 3.1.1 a number of cases of true ambiguity were presented, i.e. cases where
sentence context is not large enough a window for full disambiguation, and - short of
widening the context window to, say, paragraph size or using non-CG tools like
pragmatic reasoning or scripts - portmanteau tags and dependency underspecification
were suggested as tools fully compatible with and in fact elegantly supported by CG's
tag-based "flat" notation.

example ambiguity type under specification tool
(1) amamos inflexional portmanteau-tag (PR/PS)
(2 homens e mulheres do Brasi| co-ordination linear link (@CO)
(3) ohomem com abicicletadaChina attachment hierarchy left linear attachment (@N<)
(4)  osacrificio damoca bound - unbound functionless attachment (@N<)

Ambiguities like the above are often cited as (linguisticaly) "interesting”, and
especially the structural ones, 2-4, are often the first input people come up with when
asked to try out a new parsing system. Of course, the parser is usually trapped - it will
either (if it is cautious) be criticised for not living up to human disambiguation
standards, or (if it does make a choice) for not preserving true ambiguity.

In my view it is, however, pointless for a parser to specify ambiguity that it
cannot resolve, - such ambiguity is best left to humans, implicit and waiting for
pragmatic context.®

Though Constraint Grammar can produce structural analyses, it is not a structural
tool as such, but rather an incremental context checking tool. Its power as a
disambiguation tool can be increased incrementally by improving the lexicon or by
adding more rules, without increasing the structural complexity - and ambiguity - of its
description.

Constraint Grammar rules are very good at using tiny context clues, that are
nearly unexploitable in PSG type rewriting rules, for example where the constituents to
be linked by the context condition are disjunct and thus cannot be lumped into one,
bigger, constituent, or where morphologica or functional details have gone unmarked
because they have no consistent impact on constituent structure.

8 The real reason for the popularity of structural ambiguity among a large group of modern linguistsis
possibly not its cognitive or grammatical weight, but simply the fact that large quantities of this kind of
ambiguity are an unavoidable side effect of a very fashionable disambiguation tool - phrase structure
grammar (PSG) and its derivatives, where any increase in descriptive power unavoidably entails an
increase in unresolvable ambiguity.

- 124 -



Consider the following "classical laboratory sentence" (5) with its ambiguity
made explicit in CG- (5a) and PSG-terms (5b), respectively:

(5a) They saw (‘see/'saw’) the girl with (@N< @<ADVL) the pair of binoculars.
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(5b) They [saw(see) [the girl with the pair of binoculars]].
They [[saw(see) the girl] with the pair of binoculars].
They [saw(saw) [the girl with the pair of binocularg]].
They [[saw(saw) the girl] with the pair of binoculars].

The lexical ambiguity of saw together with the functional/attachment ambiguity of the
PP with the pair of binoculars yields 4-fold ambiguity®™. Note that the flat tag notation
(5a) is capable of elegantly expressing this ambiguity in one string, while a traditional
PSG (5b) would produce four trees or bracketed lines. Leaving aside the question of
notational elegance, | would like to argue that (5) is not at all as ambiguous as it seems,
not even with a mere sentence window, and can be tackled - provided the right tools for
disambiguation. How?

Starting with the PP attachment ambiguity, the (morphological) feature of
definiteness seems to make all the difference:

(6a) They killed the girl with @N< the gun. - What did they do?

(6b) They killed a girl with @N< a gun. - Who did they kill?

(6c) They killed the girl with @<ADVL a gun. - What did they kill him with?
(6d) They killed a girl with @<ADVL the gun. - Who did they kill with the gun?

Intuitively one would say that (6a) and (6b) have postnominal PP attachment, while (6c)
and (6d) have ad-verbal (or ad-VP) attachment, the difference being, that in the first pair
girl and gun have the same degree of definiteness, while they have different degrees of
definiteness in the second pair. The secret of why definiteness can be used for
disambiguation in this case, is topic-focus structure.

According to Togeby (1993), focus is the last sentence constituent, that is not
definite. Topic material, by contrast, is normally known in advance (from the last
sentence, or from extra-lingual context), and will therefore appear in definite form.® It
follows from this that constituents will be assembled in the "receiving" mind according
to matching definiteness or non-definiteness. Since topic and focus constitute different
constituents, the constituents in question can be told apart by their definiteness or non-
definiteness, respectively, which is why the girl with the gun and a girl with a gun are
easily accepted as NPs, while the girl with a gun and a girl with the gun are not, - at
least not as long as the argument of ‘with' belongs to the semantic set of tools.

Returning to (5), it is to be deemed probable that it is the girl who has the pair of
binoculars.

8 Actually, the transobjective valency of ‘see’ also permits a fifth reading, that of object complement (@<OC) for the PP, as
discussed later in this section.

8 Togeby's model refers to Danish, but since language has a universal element of linearity, the model would seem
appropriate for other languages with definiteness-marking, too
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Given that a sentence like (5) is most likely to appear in fiction or direct speech,
the second, lexical, ambiguity (between 'see’ and 'saw') can be resolved by a heuristic
CG-rule® that exploits the statistical fact that the distribution of present and past tenses
IS text-type-dependent, and prefers - in stories - past tense over present tense readings
for main clause finite verbs without sentence-initial or -final quotes, or quoting speech-
verbs:

(7) REMOVE (PRESENT) IF (0 PAST)
(NOT *-1 VFIN)
(NOT @1 QUOTE OR CLB-ORD)
(NOT @-1 QUOTE)
(**1 @<SUBJ OR <<< BARRIER V-SPEAK) :

The above rule highlights one of the mgor differences between corpus linguistics and
“single sentence linguistics” - In a corpus, there is always context, and even if this
context (due to the small size of the window of analysis) is not directly made use of, it
still limits the range of meaning to the more common readings. Heuristic rules, at least,
or CG-rules with C-(certain)-contexts™, can therefore discard those readings that need a
lot of artificially constructed corpus around them. It is semantic context in particular,
that, for structural or lexical disambiguation to be feasible in the usua "laboratory
examples', has often to be quite imaginative. However, in corpus linguistics, girls are
never being sawed, and salt is only passed over the table, but never passed by in Utah.
Therefore, another, semantic, road of disambiguation can be followed, too, - by defining
semantic sets of words in their ordinary, "prototypical" uses (8) which are then drawn
upon by semantic CG-rules (9):

sets.
(8a) LIST SEEING-TOOLS = "hinoculars' "glasses" "looking-glass" "microscope” "telescope” ;
(8b) LIST CUTTING-TOOLS = <kniv> ; (knife-prototype)
(8c) LIST SAWABLE = <mat> ; (materials)

(8a) LIST SEEING-TOOLS = "hinoculars' "glasses" "looking-glass" "microscope” "telescope” ;
(8b) LIST CUTTING-TOOLS = <kniv> ; (knife-prototype)
(8c) LIST SAWABLE = <mat> ; (materials)

constraints:
(9a) REMOVE ("saw") IF (*1C @<ACC LINK NOT 0 SAWABLE)
Discard 'saw', if the next safe following direct object is not a sawable
(9b) SELECT ("saw") IF (* 1C PRP-WITH BARRIER CLB LINK 0 @<ADVL LINK NOT 0 @N<
LINK *1 @P< LINK O CUTTING-TOOL)

8 |f the ambiguity wasn't lexico-inflexional, but purely inflexional and systematic, a portmanteau-tag would maybe be
preferable within CG-philosophy, cp. the 1.person plural present tense and perfeito simples tense ambiguity in Portuguese.
8 Cf. chapter 3.6 for a detailed description of the CG rule formalism used.
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Choose 'saw’, if within the same clause there appears the preposition ‘with' with a sawing-tool
argument and adverbial, but not postnominal, function.

(9¢) SELECT ("see") IF (*1C PRP-WITH BARRIER CLB LINK 0 @<ADVL LINK NOT 0 @N<
LINK O SEEING-TOOL)
Choose 'se€, if there within the same clause appears the preposition ‘with' with a seeing-tool
argument and adverbial, but not postnominal, function.

Two of the semantic prototypes involved, 'knife' (8b) and 'material’ (8c) have already
been implemented in my Portuguese lexicon, the third can be fashioned in the grammar
itself as a set of base forms (8a).

For (5), only rule (9a) will be applied, since the definiteness based topic-focus
anaysis assigns the PP a @N< tag, and not the @<ADVL tag necessary for the
application of (9b) and (9¢). (9¢) would, however be useful in (10a) and (9b) in (10b).

(10a) They saw ('see) the girl with @<ADVL apair of binoculars.
(10b) They saw (‘saw') the log with @<ADVL achain-saw.

(10c) They saw ('see’) the girl with @N< the friendsin high places.
(10d) They saw (‘'see) the girl with @<OC afriend.

Finally, on top of other features, valency can prove an important player in this case of
ambiguity as well. Why is it that the instrumentality of the PP in (10b) sounds more
convincing than the one in (10a)? Could it, in spite of the definiteness incompatibility,
still be the girl that has the binoculars? I'd say this depends on the level of valency
analysis. Substituting, for clarity, the non-instrumental ‘friend' for ‘binoculars, there is
still a difference between the sentence with a definite PP-argument (10c) and the one
without (10d), though in both cases it is the girl, who has a friend. But if we accept that
the PP in (10d) cannot be a postnominal for lack of definiteness compatibility, what
then can it be? The solution to the puzzles lies in the transobjective valency of the verb
'see’, which is not shared by either 'saw' or 'kill', and can be seen in ACI constructions
like Can you see him climb the tree or in semantic variations like | saw her home. Here,
both climb the tree and home can be read as object complements (@<OC), a function
that will also serve for discriminating (10d) from (10c).
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3.4 Word internal (local) disambiguation

Sometimes an ambiguous word form is assigned readings of differing complexity, that
IS, some anayses are made up of more derivational elements than others. However,
"Karlsson's law" of minimal derivational complexity® (Karlsson, 1992, 1995) claims
that in such cases the cohort can be made less ambiguous by rejecting al but the least
complex readings, which in ailmost all cases prove to be the contextually correct ones.
Though the law was not specifically formulated for Portuguese, it seems to hold for that
language, too®”".

When the morphological analyser program searches for analyses of a given word,
it first looks for whole roots and inflexional endings (step 1) , then for suffixation with
or without inflexion (step 2). Implementing Karlsson's law, the program only
progresses to step 2, if no readings are found at step 1. Suffixation itself is analysed
iteratively with increasing "suffixation depth" for each round (step 2a: one suffix, step
2b: two suffixes etc.), maximum depth being 4 at the moment. Again, the process only
goes on to the next round (depth), if no analyses are found. Thus the analysis cohort
only contains the "shortest" readings, saving time and disambiguation effort.

Prefixation (step 3), though, is more problematic. Only undertaking step 3, if no
analyses are found in step 1 and 2, would mean possibly neglecting a 2-element analysis
with prefix and root only, just because the program aready has found a - say - 4-
element reading involving 3 suffixes. So, prefixation is done whenever suffixation has
been done. For each prefix on thelist step 1 and 2, too, are undertaken for the remaining
part of the word. As before, depth is increased step by step if no analysis is found for
that individual prefix, thus automatically discarding unnecessarily complex analyses.
But, when searching for possible prefixes, the program has to look at all prefixes,
because it cannot know in advance which particular prefix will yield the analysis with
fewest elements, nor whether this analysis will be shorter than the shortest "suffixation
only" analysis.

Therefore, after completed analysis, word internal disambiguation is undertaken
summarily on the resulting cohort, discarding all readings that have more than the
minimum number of derivation elements for that cohort.

When applied to the RNP literature corpus, local disambiguation - apart from
obviously reducing overall ambiguity - has a peculiar "smoothing effect" on the
ambiguity distribution curve by considerably lowering the percentage of 4-way
ambiguous word forms (that previously had been higher than the one for 3-way

8 Karlsson (1995) uses the term "local disambiguation” for this selection process, referring to the fact, that the rule
concerned is applied to word forms in isolation, and does not make use of any context conditions whatsoever.

8 The law was inspired by languages with productive compound formation, like Swedish and German, but can be extended
to languages with few root compounds, as long as these languages have productive affixation, like English (Karlsson et. al.,
1995) and, here, Portuguese. Though Karlsson'slaw is of a heuristic nature, it isall but impossible to find counter-examples.
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ambiguous words), moving them to "lower" ambiguity groups. At the same time, there
was nearly no effect on the very highly ambiguous word forms.

When judging the changes in the table below, one has to consider, however, that
even the original percentages were arrived at by some degree of local disambiguation,
in that my parsing program from the beginning has had successive level analysis for
suffixes, so the changes involve only prefixed readings being rated against each other,
and prefixed readings of low complexity substituting high complexity suffixation
readings. The overall effect of local disambiguation may be even more visible when
compared to an analysis technique with no "depth control" whatsoever.

(1) Effectsof local disambiguation by minimum derivation selection
("Karlsson’slaw" ), data from the RNP literature cor pus analysis

number of | number of word forms % of all word forms cumulative %
readings
without with local without with local without with local
disambig. disambig. disambig.
0 479 480 0.4 0.4 0.4 0.4
1 62527 62847 474 47.6 47.7 48.0
2 30860 34303 23.4 26.0 71.1 74.0
3 15075 16159 11.4 12.2 825 86.2
4 17126 12945 13.0 9.8 95.5 96.0
5 4209 4564 3.2 2.7 98.7 98.7
6 1437 1418 1.1 1.1 99.8 99.8
7 159 159 0.1 0.1 99.9 99.9
8 79 78 0.1 0.1 100.0 100.0
9 1 1 - - - -
10 15 15 - - - -
=11 15 14 - - - -
total 131981 131981 100.0 100.0 100.0 100.0
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In the case of "derivational” ambiguity with equal depth, another tool for local
disambiguation - not included in the above table - has been introduced: The tagger fuses
readings of same derivational depth if their tag strings are identical, and the only
difference is aword class difference in the root . Thus, in (2), the same '-ista’ derivation
Is arrived at, departing from 4 different roots, with parlamentar lexicon-registered as
both N and ADJ (since this difference is not visible in the base form tag, | have here
retained the system internal lexeme identity numbers §...8).

2)
parlamentaristas
"parlamentar” <attr> <DERS -ista[ADEPTO]> N M/F P 8373678
"parlamentar” <attr> <DERS -ista[ADEPTO]> N M/F P 8373688 ###
"parlamentario” <attr> <DERS -ista[ADEPTO]> N M/F P §373708 ###
"parlamentarismo” <attr> <DERS -ista[ADEPTO]> N M/F P 8373718 ###

Finaly, from a non-semantic perspective, the derivational path, telling which affixes
have been used, is not important, as long as the resulting morpho-syntactic information
is identical. Therefore readings with different paths (in fig. 3 '-¢&o' vs. '-izagao'), but
identical non-derivational tags (infig. 3, N F S), may be fused.
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3
modernizagao
"modernizar" <DER:-¢do (CAUSE)>NFS 8336208
"moderno” <DER:-izagcdo (CAUSE)>NFS 8336218

Mixed prefix/suffix readings are preferred over double prefix or double suffix readings.

In practice, this weeding out, unlike "true" local disambiguation (1), is first performed
at the CG disambiguation level.

-132 -



3.5 Toolsfor disambiguation

In corpus linguistics, most systems of automatic analysis can be classified by measuring
them against the bipolarity of rule based versus probabilistic approaches. Thus,
Karlsson (1995) distinguishes between “pure” rule based or probabilistic systems,
hybrid systems and compound systems, i.e. rule based systems supplemented with
probabilistic modules, or probabilistic systems with rule based “bias’ or postprocessing.
As a second parameter, lexicon dependency might be added, since both rules based and
probabilistic systems differ internally as to how much use they make of extensive
lexica, both in terms of lexical coverage and granularity of lexical information.

Typically, in terms of computational viability, probabilistic systems are good at
lower level analysis, especially word class (part of speech, PoS) annotation and speech
recognition, while rule based systems have been preferred for higher level annotation,
like constituent trees and argument structure. As aresult of this polarisation, the older -
linguistically motivated - term "parsing”, though derived from "pars orationis" (part of
speech) has come to mean, more narrowly, higher level syntactic analysis, while the
newer - computationally motivated - term "tagging" has mostly been limited to lower
level PoS-annotation, - which is the obvious application for at leastword based tags.
Even implementationally, the bipolarity is quite distinct: The archetypal rule based
systems, PSG grammars and their descendants, have embraced declarative programming
languages like Prolog and Lisp, while probabilistic systems huddle together around the
Hidden Markov Model using procedural programming languages like C or - for
statistics proper - common UNIX-tools like sort, unig, awk and perl.

With the advent of larger, multi-million word corpora, apart from annotation
speed, error rates have become more crucial, since manual post-processing is becoming
less and less feasible. On the one hand, this should favour rule-based systems, since
they can - at least in theory - be made more "perfect”, so the high initial price in man
power for writing a grammar should pay off for large corpora - the larger the corpus the
better the investment. On the other hand, large corpora supply better training facilities
for the "cheap" probabilistic systems and should thus make them more accurate®. Yet
again, since what is really needed, are tagged training corpora, co-operation between
systems might be the best solution. This, however, presupposes more or less compatible
category definitions and tag sets, which is, in spite of normalising initiatives like the
EU's EAGLES convention (Monachini and Calzolari, 1996) far from being a reality
today.

8 For atagset of 50 PoS-inflexion tags or tag chains, for example, it is as hard to train trigrams on a million word corpus as
it isto train tetragrams on a 50 million word corpus, the reason being, that the number is only 8 times as high as the number
of different n-grams. Training trigrams on a hundred million word corpus, however, yields on average 800 examples of each
trigram combination - even when ignoring the relatively higher frequency of the more relevant trigrams -, which should be
enough to do statistics on.
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35.1 Probabilistics: The'firealinguist' approach

Most probabilistic NLP systems address part of speech tagging by automatic training
and base themselves upon Hidden Markov Models (HMM), a mathematical model,
where a surface-sequence of symbols is stochastically generated by an underlying
("hidden™) Markov process with a state- and/or transition-dependent symbol generator.

A Markov Model consists of afinite number of states and describes processes (or
sequences) as transitions (probability labelled arcs) between these states:

O

Q= —Q
T

The MM in (1) has three states and a stop-state (&). When in state 1, for example, the
MM has a 50% probability of staying there, a 20% probability of moving to state 2, and
a 30% probability of moving to state three. The probability for a given sequence can be
computed as the product of the individual transition probabilities. Thus, the sequence
1132 is assigned the probability 0.5 x 0.3 x 0.1 x 0.4 = 0.006. Since transition
probabilities only depend on which state the processisin at a given point in time, such
aMM iscalled afirst order Markov Model. If the model's states represented the words
of a language, sequences could be used to model utterances in that language, and
transition probabilities could be computed as bigram frequencies in a text corpus.
However, the lack of "contextual memory" in afirst order MM makes it impossible to
describe long distance correlations like subject-predicate agreement or valency. In
theory, using higher order Markov Models can be used to somewhat soften this
problem. In a n-th order MM, the networks history of the last n-1 states is taken into

-134-



account, and transition probabilities are computed from n+1-gram frequencies (using
so-called trigrams, tetragrams etc.). In practice, however, due to the exponential
combinatorial growth of the number of possible n-grams, such an approach is not
feasible for an MM where states are words (or rather, in this context, word forms). Even
the 1 million bigrams of a 1 million word corpus have no great worth for predicting the
40.000.000.000 possible transitions for a language with 200.000 word forms.

Thisiswhy most part of speech taggers use Hidden Markov Models, where states
stand for word classes, or morphologically subclassified word classes, like NS (noun
singular) or even VBESS (the verb "to be" in the 3.person singular), and each (PoS-)
state generates words from a matrix of so-called lexical probabilities. An English
article, for example, might be said to have a probability of 0.6 for being 'the', and 0.4 for
being 'd. The reason why the model is now called hidden, is that it is only the word-
symbols that can be directly observed, whereas the underlying state-transitions remain
hidden from view.

For word classes, trigram frequencies can be meaningfully computed from a
tagged corpus of reasonable size, and the same corpus can be used to determine lexical
frequencies. The trained tagger can then be used on unknown text, provided the
existence of a lexicon of word forms, or at least inflexion and suffix morphemes.
Interestingly, for small training corpora, the trigram-approach even performs dightly
better than a variable context algorithm (Lezius et. ., 1996).

For making its decision, the HMM tagger computes the probability of a given
string of words being generated by a certain sequence of word class transitions, and
tries to maximise this value. The probability value (for a string w; W, ws ... w,, of n
words) is the product of all n transition probabilities and al n lexical probabilities®:

for bigrams:
P(T) * p(WIT) = p(ts) * p(talts) * p(tsltz) * ... * p(taltn-1) * P(Wilts) * p(waltz) * p(wslts) * ...
* p(Wiltn)

for trigrams:
P(T) * p(WIT) = p(ts) * p(talts) * p(taftats) * ... * p(taltn-itnz) * P(Walts) * p(waltz) * p(walts)
* L F p(wilty)

[where p = probability, W= word chain, T = tag chain, w = word, t = tag]

Since p(T|W) = p(WI|T) * p(T) / p(W) and p(W) is constant for all readings, p(T|W) is
maximised at the sametime as p(T) * p(W|T).

8 Eeg-Olofsson (1996, 1V, p.73) thinks that relative (i.e. lexical) and transitional probabilities are, in away, complementary,
with one of them being able to compensate for lack of information with regard to the other.
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In a brute force approach, for an average word ambiguity of 2, two to the power of n
combinations would have to be computed. Such exponential complexity growth is, of
course, quite prohibitive. But since what is wanted is only the most likely reading (and
not the probabilities of all possible readings), the program can be set to only use the
highest probability chain encountered so far (i.e. from word 1 up to word i) when
moving on to the next word in the string (i.e. making the transition i -> i+1). This so-
called Viterbi-algorithm yields linear (and therefore manageable) complexity growth,
where the number of operations is proportional to 2n for n words that are on average
two-way ambiguous. Due to the problem of limited training data, zero-probability
transitions have to be replaced by small default values or by lower-n-gram values (i.e.
trigrams by bigrams). Other necessary ad-hoc solutions include heuristics for proper
nouns and lexicon failures (e.g. the use of suffix/PoS probabilities).

Interestingly, while the existence of PoS-lexica is a conditio-sine-qua-non for
most languages, the lack of a tagged training corpus for the estimation of transition
probabilities can be partly compensated for by estimating the parameters of the HMM
by means of an iterative re-estimation process on a previously untagged corpus (called
"forward-backward"-algorithm or Baum-Welch-algorithm). On the other hand, if a
sizeable tagged corpus is available for the language concerned, even the lack of a
lexicon is no real hurdle, since a lexicon file can be automatically compiled from the
tagged corpus, and will have a fair coverage at least for texts from the same domain.
Thus, the 1 million word Brown corpus contains some 70.000 word forms. The
importance of good lexicon coverage has been tested by Eeg-Olofsson (1991, 1V p.43)
for a system combining lexicon entries with a heuristics based on 610 suffix strings:
using a 50.000 word corpus of spoken English, the system had an error rate of 2.4%
with full lexicon coverage, but 6% when using a lexicon compiled from one half of the
corpus and then tested on the other. Even with a large suffix module a sizeable lexicon
appears to be necessary, in order to cover those words that are exceptions to the suffix
patterns.

The big advantage of probabilistic taggers is that they are fast, and can be trained
in a short time, without the need of writing a real grammar of rules. Biasing a
probabilistic tagger by adding hand written rules or exceptions, may actually have an
adverse effect on its performance, since intervening on the behalf of a few irregular
words, for example, would interfere with the much more important statistical modelling
of the regular "magjority" cases (Chanod and Tapanainen, 1994). Rumours have it that
such phenomena, as well as development speed and cross-language portability of
probabilistic tools, have made some commercial NLP enterprises believe that system
improvement can actually be improved by firing alinguist (and hiring a mathematician
instead). This view, of course, opportunistically ignores the fact that without linguists,
there would be no lexica and no tagged corpora to train a probabilistic parser on in the
first place.
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Even trigrams, however, are far from expressing real syntactic structure, and the
lexical collocation knowledge expressed in Hidden MMs is diluted considerably by the
fact that it is seen through a word class filter. While the lexicalisation problem to a
certain degree also haunts rule based grammars, the syntactic structure problem is
"unique" to probabilistic HMM grammars and resides in the "Markov assumption” that
P(talt: . th1) = p(tit.) (for bigrams), or = p(ty|t.itho) (for trigrams). In generative
grammar, syntactic structure is handled in an explicit way, and functions both as the
traditional objective and as the main tool of disambiguation. In CG, finally, syntactic
structure can be expressed, but results as a kind of by-product of sequential contextual
disambiguation rules. Of course, it does matter what the objective of disambiguation is:
in fact, as shown in chapter 3.7.3, two thirds of al morphological CG-rules make do
without "global" rules, i.e. they could be expressed as statistical n-gram transitions
(though even here, most rules use a larger-than-trigram window), while only 10-20% of
syntactic CG-rules can manage without unbounded contexts.

One proposed solution to the syntax problem in probabilistic systems has been to
expand context-free grammars (CFGs) into probabilistic context-free grammars
(PCFGs), where CFG-productions are assigned conditional probabilities on the non-
terminal being expanded, and the probability for a given syntactic (sub)tree can be
computed as the product of the probabilities of all productions involved. The two
readings of the sentence 'Einstein lectures last.', for instance, can be described by the
following mini-PCFG, consisting of CFG-rules weighted with - arbitrary - production
probabilities:

(A) (B)
(2) Einstein lectureslast.
1. S->NPVP(p=0.5) S S
2. VP->v(p=0.3)
3. VP->vadv(p=02) N N
4. NP->n(p=0.4) NP VP NP VP
5. NP->nn(p=0.1) A ‘ ‘ A
n n v n v adv

The complex NP reading (Einstein @>N lectures @SUBJ> last @FMV) involves
productions 1, 2 and 5, yielding a complex probability of 0.5 x 0.3 x 0.1 = 0.015, while
the single noun reading (Einstein @SUBJ> lectures @FMV last @<ADVL) can be
generated by 1, 3 and 4, with a probability of 0.5 x 0.2 x 0.4 = 0.04, and will thus be
chosen by the parser.

PCFGs address one of the most serious problems with ordinary generative
grammars, that is, their tendency to produce either no parse or a parse forest of hundreds
or thousands of trees without any obvious order or preference. Thus, PCFGs can, like
CG, make a choice.
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While undeniably involving more context than HMMs, probabilistic CFGs suffer
from the same lexicalisation problem and to a much higher degree from scarceness of
hand-tagged training material (while the higher complexity involved would demand
more training data, there is actually less material available™). One of the core problems
of PCFGs is deeply rooted in the assumption of "context-free-ness' itself: the
probability of a given production is wrongly supposed to be the same everywhere. Still,
linguistic context like the function and dependency of the non-terminal in question, will
obviously have a strong influence on this probability. NPs, for instance, are more likely
to be definite (i.e. expand into 'det-def N' or pronouns) in subject position than in direct
object position. While function and dependency are easily available context conditions
in Constraint Grammar, they would have to be expressed in a more implicit way in
PCFGs. An NP's subject function, for example, might in English be expressed by stating
that the NP in question is the first NP in a'S -> NP VP production happening to be
describing the NP's mother node, and the conditional probability concerned would then
read: p(NP -> det-def N |NPin S-> NP VP).

Current Constraint Grammars, on the other hand, have only crude tools at their
disposal for exploiting statistical tendencies in collocational patterns, like lexically
marking certain readings as <Rare>, or ordering rules in successively applied sets of
less and less safe, or more and more heuristic character. Such rule hierarchies mimic, in
away, the rule probabilities of PCFGs, yet without the latter's mathematical precision.

State-of-the-art probabilistic PoS-taggers can now compete with traditional rule
based systems and achieve correctness rates of 96-97%. Probabilistic taggers also
provide a good base line against which to measure any other tagger: even zero-order
HMM, i.e. where each word simply is assigned its post likely PoS, have a correctness
rate of 91-92%, for English (Eeg-Olofsson, 1991).

Early systems computed both lexical probabilities and Markov Model PoS
transition probabilities from tagged corpora, as - for English - in (Church, 1988) and in
the LOB-tagging system, CLAWS (Garside, 1987), where a success rate of 96-97% is
reported for a mixed tag sets of PoS, inflexion and - for a few words - base form. By
using techniques like the Baum-Welch algorithm, Iexica with different tag sets can be
used as a starting point, with only ordinary text to train on. In (Cutting et. al., 1992), for
example, 96% correctness is claimed for recovering PoS tags from the tagged Brown
Corpus (Francis and Kucera, 1992), using only a lexicon and untagged training text
from the same corpus. With yet another probabilistic approach, Ratnaparkhi's
maximume-entropy tagger (Ratnaparkhi, 1996) claims 97% accuracy on WSJ text when
trained on the Penn Treebank (Marcus et a., 1993). In (Brill, 1992) automatically
learned trigram transformation rules are used in combination with a simple zero-order
stochastic tagger, with error rates around 5% when using a tagged training corpus but

% For English, the 100.000 word syntactically annotated Suzanne corpus does provide such training data, but it must still be
considered a corpus of rather modest size when compared to the market of purely PoS-tagged corpora.
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no lexicon. By combining supervised and unsupervised learning, accuracies of up to
96.8% have subsequently be described (Brill, 1996). Results for languages other than
English seem to confirm the 97% mark as a kind of upper ceiling for the performance of
probabilistic PoS taggers. Thus, the Morphy system described in (Lezius et. al., 1996)
achieved an accuracy of 95.9% for atag set of 51 tags, using alexicon of 21.500 words
(about 100.000 word forms). Lezius cites 5 other German taggers or morphology
systems with accuracy rates in the range between 92.8 - 96.7%" (ibd. p. 370).

For probabilistic (syntactic) parsing, performance is considerably lower, and such
systems have not so far been able to replace manual annotation as a means of syntactic
parsing. For standard PCFGs, which augment standard CFGs with probabilistic
applicability constraints, accuracies of about 35% are supposed to be typical. Better
results are achieved by conditioning production probabilities not only on the terminal in
guestion, but also on the rule that generated it, as well as one or more subsequent words.
On the short sentences of the MIT Voyager corpus, an accuracy of 87.5% is reported
(Marcus, 1993). Some parsers make use of lexical information: For the SPATTER
parser (Magermann, 1995) 84% accuracy is claimed for recovering labelled constituents
in WSJ text. In (Collins, 1996) head-dependent relations between pairs of words are
modelled in a probabilistic fashion, yielding 85% precision and recall on the same
material. For longer sentences, systems do not fare as well: (Carroll and Briscoe, 1995)
describes experiments with a probabilistic LR parser trained and tested on the Susanne-
corpus (average sentence length: 20 tokens), which first had been relabelled with
CLAWSHI tags using the Acquilex HMM-tagger (Elsworthy, 1994). Here, for
bracketings matching the treebank, a recall of 73.56% and a precision of 39.82 is
reported for the highest ranked 3 analyses of each sentence. 43.8% of sentences had the
correct analysis ranked among the top 10. Parse fails amounted to 25.9% and time-outs
to 0.2%. Nearly a third of all test sentences received more than one hundred different
analyses, 5.8% were assigned more than 100.000 parses.

3.5.2 Generative Grammar :
All or nothing - the competence problem

°! For larger tag sets with hundreds of tags (presumably including inflexional information), considerably lower accuracy
rates - around 80% - are cited for those members of the group of German taggers, that have this option. Of course, as
Elworthy (1995) points out, what is important for performance, may not so much be the size of the tag set used, but the type
of information encoded. From the point of view of disambiguation one might argue that larger tag sets leave more
ambiguities to resolve, but they also provide more and better context to do so (for example, in the shape of inflexional
agreement information). The relatively constant performance of different versions of CLAWS (Leech et. a., 1994), with tag
set size varying by nearly afactor of three, seem to corroborate this assumption.
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Generative Grammar, introduced and advocated by Noam Chomsky in the fifties” as
Generative-Transformational Grammar, comes in many flavours. It is alive and well
today in the shape of - for example - Government and Binding Theory (GB),
Generalised Phrase Structure Grammar (GPSG) or Head Driven Phrase Structure
Grammar (HPSG). One of the main - and most revolutionary - ideas of early Phrase
Structure Grammar (PSG) was to express syntactic function as constituent structure.
Thus, a subject would be implicitly defined as that noun phrase (NP) which is |eft after
removing a sentence’s other main constituent, the verb phrase (VP)*®. A pure PSG
would take word class information from a lexicon of full-forms, ignoring inflexion and
semantic information. The grammar as such would then consist of rewriting rules that
allow substitution of lower-level symbol sequences for higher-level symbol sequences
(so-called “productions”). Symbols can be terminals (words or word classes) or non-
terminals (complex units of words and/or symbols), and providing for a start symbol S
(typically a sentence), we arrive at the following complete “grammar” for the PSG
meta-language:

terminal vocabulary set (e.g. words and parts of speech)
non-terminal vocabulary set (e.g. noun phrase, verb phrase)
set of productions a-> b (e.g. noun phrase -> determiner noun)
start symbol, a member of N

LN e
nw oz

A miniature grammar, capable of generating the sentence ‘ The cat eats a mouse’, would
consist of a lexicon of terminals (‘the’ det, 'a’ det, ‘cat’ n, ‘mouse’ n, ‘eats v), non-
terminals (NP = noun phrase, VP = verb phrase), and the following three productions:

S->NPVP
VP->v NP
NP -> det n

Agreement is hard to express by word class alone (plural nouns and 3.person singular
verbs, for example, would have to be separate word classes), but can be incorporated in
the form of Prolog style arguments, as in Definite Clause Grammar (DCG), for instance:

S-> NP(number) VP(number)
VP(number) -> V(number) NP(number2)
NP(number) -> det(number) n(number)

% Chomsky’s Syntactic Structures was published in 1957.
% One can say, that this idea is further pursued in Categorical Grammar where all word classes and phrase classes are
defined in terms of constituent categories, with only two basic categories, s (sentence) and t (referent, i.e. “noun”).
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Here, the variable ‘number’ can be instantiated with the values ‘singular’ or ‘plural’,
and al instances of the same variable in a rule have to “match” (or to be “unified”,
which is why such grammars are called unification grammars), that is, their values have
to be the same in order for the production to be legitimate (note, that in the second rule,
there are two different number-variables - for verb and direct object, respectively -, that
do not have to match!). While pure PSG has a certain appeal for isolating languages like
English - not least due to its pedagogical simplicity - unification grammars are
unavoidable where generative grammar is applied to inflexional languages like French
or German.

Higher level generative grammars, like HPSG, may incorporate other
subcategorisation information, like valency and selection restrictions, into the lexicon,
and thus build a more sophisticated rule set.

Traditionally, four levels of descriptional power are distinguished for generative
grammars:

Chomsky's hierarchy of grammar classes (Chomsky, 1959)
(low number: more powerful, high number: more restricted

unrestricted PSG
context sensitive PSG
X ->Yy [wherey has more symbolsthan x, e.g. AB ->CD E]
or: XA z->xy z[other notation with "visible" context]
2 context free PSG

= O

A->Xx
3 regular PSG = finite state grammars
left linear: A->Bt, A->t
right linear: A->tB, A->t

[where: T =terminal; N = non-terminal; A,B, C, D, ELJN; t O T; Xx,y,z = sequences of T and/or N]

The computationally most interesting grammars are the least powerful, - finite state
grammars, since they can be implemented as algorithmically very efficient transition
networks (reminiscent of the above described Markov Models, without the transition
probabilities). In such networks, the computer program starts from the start symbol and
moves along possible transition paths (arcs) between non-terminal symbols. Every path
is labelled with a non-terminal symbol (word or word class), and can only be taken, if
the word class or word in question is encountered linearly at the next position to the
right (in right linear grammars™). When it encounters a “dead end” (i.e. a non-terminal

% In left linear grammars, the algorithm would have to work from right to left, in order to avoid infinite loops created by the
possibility of reiterating non-terminal production of the type A -> A t, asin ADJP -> ADJP adj.
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node without branches matching the next word or word class), the algorithm retraces its
steps back to the last viable branching alternative. This way, the whole tree of possible
constituent analyses is searched in afinite number of steps, and if a given sentence falls
into the subsegment of a language described by the grammar in question, the algorithm
will print out an analysis each time it encounters the ‘end’ symbol (i.e. takes a path
matched by the last word of the sentence).

An example for asimple finite state transition network is shown bel ow:

Examplefor finite state transition network:

S->pron VP
VP->v

VP->v NP

NP ->n

NP -> det ANP
NP->adj N
ANP -> adj ANP
ANP -> adj N
N->n

N -> prop

N ->n ConjNP
ConjNP ->cc NP

ad|
/\ ConjNP

w Y NP  det ANP, adj N n_ End-node

ro

(

E.g. Sheoffersgreentea and red oranges and a song.
He loves a fine story and Shakespeare.
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Though Finite State Machines (FSM) are fast, finite and efficient, they have a number
of serious shortcomings, due to the low power of the grammar types they represent:

* An FSM’s memory is very short - once a transition is made, the network only
looks at paths departing from that node, and its choice will not be conditioned by how
the algorithm got there. The NP-section of the FSM in the above example can thus not
be used for an NP-subject (by adding a direct path from Sto NP, and a‘v’-path from NP
to VP), because the FSM would confuse subject-NP and object-NP, trying, for example,
averb-path aso after having used the NP-section for object. Therefore two separate NP-
sections have to be incorporated into the FSM, for subject and object, linked to S and
VP, respectively. For a similar reason, the co-ordinating conjunction path in the
example is problematic, since it doesn’t distinguish between adding am NP as co-
ordinated object or as subject for a co-ordinated sentence. To make the distinction,
different “conjunct networks’ would have to be inserted into the network right after S
and, and before the NP node, containing conjuncted copies of the relevant network
sections. Thus, an FSM’s complexity can grow enormously for long sentences with
heavy subordination and co-ordination.

* Regular grammars cannot express inflexional agreement as such, - they’d have to
run the whole network or large sections in many paralel versions, one for every
instantiation of every category. This is why unification grammars have to be level 2
grammars (context free grammars), where no restrictions apply to the right side of a
production. Number- and gender-arguments, for example, can be thought of as
“affixes’*, attached as additional affix-symbols to the “normal” symbols, both allowing
for either terminal or non-terminal symbols. Number-agreement can then be added to an
ordinary PSG rule by inserting an affix-variable for number in the rewriting chain of
symbols:

regular grammar: S->pron VP
context free grammar: S -> pron number VP number

Since the ‘number’ -variable has to be instantiated with the same value in both places,
the production cannot be produced by simply working step-by-step from left to right.

By comparison, the difference between context free and context sensitive grammars is
more subtle - at least when applied to natural languages. Context sensitive rules can
usually be rewritten as one or more context free rules. A routinely quoted counter

% For Portuguese, | have worked with the AGFL formalism (Affix Grammars over a Finite Lattice), as described in (Koster,
1991).

- 143-



example is a grammar of one terminal and the rule (x) -> ((x)) which produces an
infinite language of “sentences’ with paired brackets. One of the very few examples
from the domain of natural language is Swiss German that has a construction where
word order in two verbal sections of a sentence is cross-dependent. But since even such
examples can be circumvented for constructions of finite depth, by writing as many
context free rules to cover the phenomenon [for the bracketing example, (x) -> ((x)),
(X)) == ((()), ((CA) == ((((xN)), -..], most generative parsers have been built around
context free grammars.

In most languages, morphological structure is more linear than syntactic structure, and
therefore easier to describe in an FSM framework. Thus, the TWOL-systems
(Koskenniemi, 1983) used to supply analyser-input for most Constraint Grammars,
describe words as linear morpheme transitions, allowing for phonetically motivated
surface level changes at morpheme borders. Thus, the word ‘ unrecognisable’ would be
analysed as ‘un_recognis(e) able’. Here, the FSM contains transition paths from
preverbal prefix to verbal root, and from verbal root to postverbal suffix, expressed as
so-called alternation of sub-lexica. A surface-level rule removes the ‘€ of ‘recognise
because of the clash with the ‘a’ of ‘-able’. All inflexion and most cases of derivation
and compounding can be handled this way®.

On a syntactic level, on the other hand, it is very hard to imagine a FSM capable of
describing free natural language, though the technique has been explored in recent years
by, for instance, Atro Voutilainen (1994:32ff).

The generative grammars of the context free type used for syntactic parsing, try to
achieve several objectives at the same time: They analyse sentences by generating
sentences, and they disambiguate both word class and function by assigning structure.
While this does not by itself pose unresolvable technical problems, the conceptual
priorities of generative grammar do seem to make it less efficient in a parsing context,
i.e. for identifying “partes orationis’, or “parts-of-speech” on a morphologica and
functional level:

* 1. In generative grammar, there is a tradition of assigning low priority to broad
lexicography, which can be explained by the fact that “toy lexica’ are fine for
generating sentences, while being unsatisfactory for research on parsing [freg]
sentences.

« 2. The constituent structure approach creates its own, theory-specific ambiguity
priorities, some of which, like the scope of posthominal attachment or some cases of

% One might, of course, argue, that ‘un-" as a preverbal prefix is limited to transitivized denominal verbs, usually ending in
‘-ize'/'-ise’ or ‘-ate’. For productive word composition one would then need a higher level (context free) rule to describe the
interdependence of the causative suffix and the antonymous prefix.
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co-ordination, are syntactically irresolvable. Such “surplus’ ambiguity compromises
notational clarity and creates huge “parse forests”.

» 3. Since structure is found by recursive generation of syntactic trees, a lot of “dead
end” partial constructions are computed, rendering the technique very time
consuming (to the point of “time out” for very long sentences).

Furthermore, Generative Grammar assumes a stable language system with clear-cut
borders for what is correct. The objective isto generate “all and only” the sentences of a
given language that are correct. The Chomskyan point of departure was an innate and
trained “language faculty” rooted in the human brain and capable of making the
distinction by means of “competence’. This approach contains the risk of fostering a
“black-and-white’ -attidude to language analysis, visible for instance when a generative
grammar’s rule set is seen as prescriptive in nature rather than descriptive (sinceit rules
out as “not part of the language system” or as “performance errors’ what it cannot
describe). In general, the generative approach aso entails that the notion of “parsing
failure” is acceptable®, whereas probabilistic and CG-based systems assume that “the
corpus isaways right”, and can run on large chunks of running text without ever giving
up on a sentence.

When comparing Constraint Grammar to Generative Grammar, one has to distinguish
between conceptual differences and implementational differences. Conceptualy, CG
IS - unlike PSG - parsing-oriented and next to useless for generating sentences. In CG,
ambiguity is defined independently from structure, and ambiguity resolution is
consequently more flexible. CG is reductionist rather than generativist, which makes it
more tolerant (or robust) with regard to what Chomskyan grammar would call
performance failures, incomplete utterances, dialectal variation and the like. In its
objective, CG is descriptive rather than prescriptive, but technically, it follows a third
road, which - in analogy with the other two - might be termed “prohibitive’.

Implementationally, a key difference is that, in Constraint Grammar, ambiguity
can be reduced gradually, without retracing, and that rules tend to add or remove form
and function labels for individual words, defining (in a reductionist way) what is not
contextually feasible rather than expressing syntactic patterns (in a generative,
productive way) for multi-word units.

The performance of most grammar based systems is difficult to compare to that of
probabilistic or Constraint Grammar based parsers, since the theoretical potential is
usually valued higher than practical applicability to unrestricted text, for example by
trading lexical coverage for descriptive power. Still, such systems have been applied to

" Though the programming formalism as such would allow compromise solutions like partial parses or automatic ad hoc
rule amendments.
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wide coverage tagging and parsing tasks, as in the case of the GPSG based Alvey
Natural Language Tools- ANLT - (Phillips & Thompson, 1987) or the ongoing TOSCA
project (Oostdijk, 1991) using extended affix grammar. Since an existing CFG can be
enhanced by probabilistic indexing of its production rules (cp. 3.5.2), hybrid systems
may be one way to solve the recalcitrant problem of huge parse forests for long
sentences, conceptually inherent to the constituent analysis approach. In (Wauschkuhn,
1996) a chart parser is used to implement 615 PSG rules for German, where every rule
Is assigned a "safety factor" measuring "usage plausability”. The default for terminal
productionsis 1. The safety factor, though seemingly assigned by hand, works much the
same way as rule probabilities in PCFGs, allowing to compute a ranking for every tree
in the parse forest: here, the safety factor of the left side (non-terminal) of a production
is the product of the safety factors of all right hand side symbols. Wauschkuhn's parsing
system assigns complete analyses to 56.5% of the sentencesin a 1.6 million word news
text corpus, and partial analyses to 85.7%. Due to the lack of a benchmark corpus, no
correctness rate is given®. In contrast to many other systems, a sentence is analysed in
two steps. more than half the rules treat macrostructure (clause-trees), and the rest then
parses each subclause's microstructure individually. Thus, even partial analyses still
construct clause-trees, with less than afifth of partial analyses exhibiting microstructure
failures in more than one subclause. This additional robustness is reminiscent of
Constraint Grammar, where all rules in principle are perceived as independent of each
other, and most of the structure of a sentence will survive alocally wrong function tag
or awrong dependency marking.

353 Constraint Grammar: the holographic picture
(addressing ambiguity directly)

Most words in natural language texts are - seen in isolation - ambiguous with regard to
word class, inflexion, syntactic function, semantic content etc. It is, above all, sentence
context (besides content coherence and the reader's "knowledge about the world") that
determines how a word is to be understood. Constraint Grammar (CG), introduced by
Fred Karlsson (1990) and shaped by the Helsinki School (cp. Karlsson et.al., 1995), isa
grammatical approach that aims at performing such disambiguation by establishing
rules for which of aword form's possible readings is to be chosen, and which readings
are to be discarded in a given sentence context. In the parser itself these rules are

% Wauschkuhn did experiment with ambiguity (ibd., p. 366), reducing parse forest size by running input text through a PoS
tagger first, but blames the available taggers high error rate (3-5%) for a corresponding drop in parse quality. The
interesting question is how the experiment would have worked with input from a Constraint Grammar tagger, since such
taggers usually claim much lower error rates than probabilistic systems, cp. (Karlsson et. al., 1995) and (Bick, 1996).

- 146 -



compiled into a computer program that takes as input morphologically processed, but
still fully ambiguous text, as provided by lexicon and inflexion rule based analysers like
the one used in my own system, or the TWOL analysers (in the Helsinki systems, cp.
Koskenniemi, 1983). The multiple ambiguity represented by alternative tag lines, will
optimally be reduced to only one line™ (the correct reading) by the CG-rule system.

(1) Constraint grammar input (morphological analyser output)

"<nunca>"
"nunca’ ADV
"<como>"
"como" <rel> ADV
"como" <interr> ADV
"como" KS
"como" <vt>V PR 1SVFIN
"<peixe>"
"peixe' NM S
ll<$.>ll

[ADV=adverb, KS=subordinating conjunction, V=verb, N=noun, PR=present tense, S=singular, M=maskuline, 1=1.person,
VFIN=finite verb, <rel>=relative, <interr>=interrogative, <vt>=monotransitive]

The four readings' of the word form 'como’ are - in CG terminology - called a cohort.
A typical CG-rule™ for disambiguating this ambiguity might be the following:

(2) SELECT (VFIN) IF (NOT *-1 VFIN) (NOT *1 VFIN)
[select for a given word form the VFIN reading (finite verb) if there is no (NOT) - neither to the left (*-1)
nor the right (*1) - other word that can be VFIN.]'%

By first adding ("mapping") all'® possible syntactic functions onto a word form,
conditioned by its word class, inflexion etc., and then disambiguating this syntactic

% Of course, in the case of true ambiguity (which is surprisingly rarein the world of corpus linguistics), two (or more)
correct tag lines are possible and should then be preserved.

1% The difference <rel> ADV and <interr> ADV is not really motivated by morphological word class, but expresses a
semantic-functional distinction (the English trandation is 'like' in the first case, and 'as in the second). It is of great
importance to polysemy resolution to determine which of a word's potential valency patterns has been instantiated in a given
clause context, and which semantic class fills a given valency dot. Here valency tags (and selection restrictions) gain
importance not only as secondary tags (that exclusively are used for the disambiguation of morphological/syntactic tags), but
also as primary tags in their own right, which can and must be ambiguated, like for the word form 'revista' , where simple
word class ambiguity (V-N) isturned into fourfold lexeme ambiguity:

rever <vt>V 'see again' instantiated valency: transitive <vt>

rever <vi>V 'leak through' instantiated valency: intransitive <vi>

revista <+n><rr> N 'news magazine' instantiated valency: title <+n>, semantic class: reading matter <rr>
revista <CP> N 'inspection’ instantiated semantic class. +CONTROL, +PERFECTIVE

191 The notation convention used here is the one used by Pasi Tapanainen's cg2-compiler, which among other things replaces
the older operators'@w=0" and ‘@w=!" with the ordinary English words'REMOVE' med ' SELECT".

192 The rule has been simplified, presuming that every sentence contains at least one finite verb, which isn't always the case,
in head lines, exclamations etc. The rule can be made safer by conditioning it on the existence of a full stop (*1
PUNKTUM) or by exploiting the possible valency relation between the transitive verb comer and the 'safe’ peixe (0 <vt>)
(1C NP).
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ambiguity, Constraint Grammar can aso be used for syntactic parsing, as efficiently
shown, for instance, in the Bank-of-English-project (200 million words, Jarvinen,
1994).

(3 Input to the syntactic CG-rules (after mapping)

"<nunca>"

"nunca’ ADV @ADVL
"<como>"

"como" <vt>V PR 1SVFIN @FMV
"<peixe>"

"peixe' NM S @SUBJ @ACC @SC @OC

[@ADVL=adverbia, @FMV=finite main verb, @SUBJ=subject, @ACC=direct object, @SC=subject complement,
@OC=0bject complement]

In (3), adding all possible syntactic tags (@) has resulted in fourfold syntactic
ambiguity for peixe. The direct object reading (@ACC) can be selected in a positive
way by means of a 'SELECT'- rule exploiting the transitivity of the verb, but it could
just as well be identified indirectly, - by being the only surviving reading, after CG-
rules have discarded all others:

(4) REMOVE (@SUBJ) IF (0 N) (NOT *-1V3) (NOT *1V3)

[discard the subject reading, if the target isanoun (N) and there is no verb in the 3.person]

REMOVE (@SC) IF (NOT *-1 <vK>) (NOT *1 <vK>)

[discard the subject complement reading (@SC) if there is no copula verb (<vK>) in the sentence]

REMOVE (@OC) IF (NOT *-1 @ACC) (NOT *1 @ACC)
[discard the object complement reading (@OC) if there is no direct object reading (@ACC) in the sentence]™™
It isthisindirect disambiguation, that is most characteristic of Constraint Grammar, and
it is the prime reason for the robustness of this method: even rare or incomplete
constructions will receive at least one reading - the one that survives the most
constraints. The incremental use of the rules, with safe contexts and safe rules before
ambiguous contexts and heuristic rules, furthermore ensures that the parser will prefer a
reading that is"amost correct” to one that is "quite wrong".

CG-grammars have first of all been described for English (e.g. Karlsson et.al.,
1991), but there are - on the morphological level, at least - projects involving several

193111 the mapping modul, constraint grammar rules are used, too, and the list of possible syntactic functions for a given word
form can thus be made context dependent (and, of course, shorter).

104 Note that all 3 rules make use of "unbound" contexts conditions:

*-1 = the context condition is to be true anywhere to the left (1 or more positions to the | eft)

*1 = the context condition is to be true anywhere to the right (1 or more positions to the right)

Of course,"bound" context conditions can be used, e.g. -2 = second word to the left, 3 = third word to the right. Bound
context conditions can in principle be trandated into n-gram rules (as used in probabilistic HMM parsers), while "unbound"
(*-context) conditions are characteristic of Constraint Grammar and not easily trandlatable into probabilistic systems (cp.
also chapter 3.7.3).

- 148 -



other languages from both the Germanic, Romance and Finno-Ugric language families
(Swedish, German, French, Finnish etc)'®. A mature CG-grammar for the
morphological level (word class or PoS disambiguation), typically consists of at least
1.000-2.000 rules. For the English ENGCG system, word class error rates of under 0.3%
have been reported at a disambiguation level of 94-97% (Voutilainen, 1992).

In a recent direct comparison'® between an updated ENGCG and a statistical
tagger trained on a 357.000" word section of the Brown corpus, Samuelsson &
Voutilainen (1999) found that error rates for the Constraint Grammar system were at
least an order of magnitude lower than those of the probabilistic system at comparable
disambiguation levels. Thus, ENGCG error rates were 0.1% with a 1.07 tag/word ratio
and 0.43% with a 1.026 tag/word ration, while the statistical system achieved error rates
of 2.8% and 3.72%, respectively.

Constraint Grammar type rules have also been used in hybrid systems, for
instance where an automated |learning algorithm is trained on a morphologically tagged
corpus with the objective of constructing or selecting local context discard rules. Thus,
Lindberg (1998), using Progol inductive logic programming'® and a +2 word context
window, reports 98% recall in Swedish test texts, with a residual ambiguity of 1.13
readings pr. word, and a rule body of 7000 rules. Another hybrid system is decribed in
Padr6 i Cirera (1997) , where a relaxation labelling tagger is applied to English and
Spanish. In this system, CG style rules for POS-tagging were integrated with HMM
tagging, creating a statistical model for for the distribution of tag targets and context
conditions. Constraint rules were partly learned from a training corpus using statistical
decision trees, and partly hand-written on the basis of output errors in probabilistic
HMM taggers'®. In comparison with HMM and relaxation labelling base line taggers,
both types of constraint rules improved tagger performance individually, and resulted -
when combined - in an overall precision rate of 97.35% for fully disambiguated Wall
Street Journal text.

While hybrid systems thus seem to offer some advances in comparison with
ordinaly HMM modelling and related techniques, they are still far from achieving
ENGCG leve results, one likely explanation residing in the fact that the automatically
learned rules of such systems (so far) lack the global scope (i.e. sentence scope) and

1% For a short comparison of CG systems, cp. chapter 8.1.

198 Both systems used the same tag set: CG-tags were filtered into the kind of fused single tags typical of statistical taggers.
Both systems were tested on the same 50.000 word benchmark text, consisting of both journalistic, scientific and manual
excerpts.

197" At this training corpus size, the learning curve of the statistical tagger flattened out, suggesting that larger training
corporawould not lead to any significant improvement in tagging performance.

1% | n addition, Lindberg used so-called “lexical” rules (not to be induced), removing rare readings of frequent word forms,
much like the heuristic <Rare> rulesin aregular CG - but with the important difference, that the CG <Rare> rules would be
used after at least one round of regular disambiguation, whereas Lindberg’s lexical rules came into play before ordinary
(induced) rules.

199 With only 20 linguist-written rules, the balance was heavily in favour of the automatically generated constraints (8473).
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syntactic reach of ordinary hand-crafted CG rules, and that linguist written rules have
not (yet) been extensively employed.
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3.6 Theruleformalism

In principle, the paradigm of Constraint Grammar is independent not only of the
particular notational conventions commonly associated with it (such as flat dependency
syntax), but also of the rule formalism used to implement and compile Constraint
Grammar rules. Up to now, however, only very few CG-compilers have been written,
and the conventions established by Fred Karlsson’'s original LISP-implementation have
largely been maintained in later implementations. Today, to my knowledge, only Pasi
Tapanainen’s two rule compilers, cgl and cg2, are available to the research community,
one licensed by Lingsoft (www.lingsoft.fi), the other by Connexor (www.conexor.fi).

For testing purposes | programmed (in 1996) a C-version of a cgl-compatible compiler myself, which
handled the morphological disambiguation module in my parser, but only at about 50% the speed
achieved by Tapanainen’s cgl. Still, | gained valuable insight into the way CG-rules work and interact
on atechnical level. Thus, | was able to measure “reiteracy” on individual rule set levels: Though - in
theory - rules are supposed to come into play gradually as their contexts grow safer by the work of other
rules, in practice aimost all test runs “dried up” aready after 2 rounds (on the same heuristics level). In
the face of 18% four-fold-or-higher morphological ambiguity (ch. 3.2.1), this may mean that CG-rules
help each other somewhat more by focusing on different tags and contexts than by disambiguating each
other’s context. In other words, CG-rules can be thought to be complementary to a higher degree than
they are interdependent.

This chapter is meant as a short but comprehensive introduction to Pasi Tapanainen's
cg2 rule-compiler (Tapanainen, 1996), which is the one PALAVRAS is currently using
(1999).

The cg2-compiler runs under UNIX, with the following command line:

dis—grammar rule-file< text.tagged > text.dis

(which reads arulefile into the compiler, and appliesit to atagged text, a disambiguated version of
which is then written to an output file.)

Or (if mapping rules are included, typically at the syntactic level):
mdis—grammar rule-file < text.tagged > text.map&dis

Input from the morphological analyser must be verticalised text, i.e. one word form per
line, followed by all possible readings for this word form, with one reading pr. line,
typically arranged as a so-called cohort in the following way, conventionally with base
forms in quotes, secondary tags in <>, and morphological tags (the ones destined for
disambiguation) in capita letters.

word form
“base form-1" <valency> .. <semantics> .. WORD CLASS-1 INFLEXION




“base form-1" <valency> .. <semantics> .. WORD CLASS-2 INFLEXION
“base form-2”" <valency> .. <semantics> .. WORD CLASS-3 INFLEXION
“base form-2" <valency> .. <semantics> .. WORD CLASS-4 INFLEXION

A rulesfile ordinarily consists of the following sections:

DELIMITERS (1 section, defines sentence boundaries)

SETS (1 or more lists of set-definitions, compiled as one)

MAPPINGS (1 list of mapping rules for adding context dependent tags)
CONSTRAINTS (1 or more lists of CG-rules, compiled one section at atime)
END

In case there are several constraints sections with constraint grammar rules, these will

be applied to the input text in the same order sections have in the file. This way, it is

possible to distinguish, for instance, between morphological disambiguation, to be done

before, and syntactic disambiguation, to be done after the mapping of syntactic tags.
Comments can be added anywhere in the rulesfile after a#-sign.

DELIMITERS

The compiler is told which text window the rules are to be applied to. In the case of
PALAVRAS the following punctuation delimiters are included:

<$.> <> <> <> <> <> <B(> <> <3} > ;

Note that quotes and single hyphens are not included. This may result in complex
sentences with parenthetical clauses causing trouble for rules based on, e.g., the
uniqueness principle. On the other hand, it is easier to satisfy, for instance, verbal
valency in alarger window.

A few specia non-punctuation delimiters are used: <$START> which is
automatically added to mark the left hand border of the first sentence in atext, and <$7>
which is used for graphical line breaks in news paper corpora, in connection with
otherwise undelimited headlines or pictures.

SETS

In the cg2 compiler, rules can not only apply to word forms or their tags, but also to sets
of words or tags or combinations of these. A set definition isintroduced by:

(@ LIST set-name=
followed by alist of set elements (tags or tag combinations), separated by blanks, or
(b) SET set-name=
followed by alist of pre-defined sets (or tags in parentheses), linked by set operators.
Elementsin (a) can be:
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(1) atag, word form or base form, e.g. N [for noun], “<palavras>", “ir”

(2) any combination of (1) appearing in the same reading in this order, flanked by
parentheses, e.g. (N M P) [for noun masculine plural], (“ser” V).

Set-elements from (b) can be linked by the following operators:

union: ORor |, eg. setl ORset2 OR (tag3) OR(NF S

concatenation: + , e.g.. setl + set2, yields all possible combinations of the 2 sets
elements. SET setl = (V) and SET set2 = (INF) (GER) (PCP) , for instance, yield,
when concatenated, all non-finite verb forms. (V INF) (V GER) (V PCP).

difference: -, e.g. setl - set2, meaning set 1 without those elements comprising set2.
SET @ARG-NON-SUBJ= @ARG - (@SUBJ), in connection with a previously
defined SET @ARG = (@SUBJ) (@ACC) (@DAT) (@PIV), for instance, yields all
clause level arguments with the exception of the subject.

Operators + and - are handled first, before OR. The same operators may also be used
outside the definition section, in the rules, in order to link sets or tags (which, in this
case, must first be turned into "sets' by a pair of parentheses).

CONSTRAINTS
A CG-rule has the following general form:

WORD FORM OPERATION  TARGET IF (CONTEXT1l) (CONTEXT2)

OPERATION:
(8) REMOVE

Removes, if the context condition is true, the line containing the TARGET tag, - unless
this reading is the last surviving tag. For @-targets - conventionally syntactic function
tags - the TARGET tag isremoved fromitsline, unlessit is the last surviving @-tag.

(b) SELECT

In principle, the opposite of REMOVE, - it removes all other reading line but the one
(or those) containing the TARGET tag. For @-tags, all others are removed from this
line.

WORD FORM:

Optional part of a rule, limiting the rule for use with this word form only. Cannot be
combined with other tags into a complex tag, but is otherwise like a context condition
for position O (the word form itself).

TARGET:

Obligatory part of arule, contains (in parentheses) that tag (e.g. N) or tag sequence (e.g.
N F P) or (without parentheses) that set which the rule is designed to select or remove.
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Base forms ("...") are tags like all others, only word forms may not be used (they have
their own place, in the beginning of the rule, cp. above). Instead of rewriting the same

rule for several targets, these can be combined by using the set convention™?;

SELECT NOMINAL IF (-1C DET) ;

where NOMINAL has been defined as N, A, PCP, and the context condition demands
an unambiguous ('C' for 'careful’) determiner at the neighbouring position to the left (-
1).

CONTEXT:

Contexts are delimited by parentheses, and by default AND-linked, that is, they must all
apply at the sametime, if the ruleisto be used (true). A complete context consists of the
following:

1. A position information, consisting of a number denoting the relative position to the
left (-) or right (+), where (or from where) the context condition is to be checked. NOT
can be added in front, and will negate the context condition. An asterisk (*) before the
position number means "unbounded context"”, i.e. the condition applies al the way left
(-) or right (+) of the position given (absolute or LINKed), - even if the search for a
fitting context should cross the TARGET position (position 0)**. For non-negated
(positive) contexts, only the first instance of the context condition will be instantiated
(used for matching the rest of the rule), unless one uses the double asterisk (**), which
makes the rule checker search all the way to a DELIMITER, even in non-negated
contexts. An at-sign (@) before the position number means an absol ute context, @1, for
instance, refersto the first cohort, @-2 to the last but one cohort in the sentence.

2. A context condition, consisting of a set, a tag or a tag sequence (the last two in
parentheses), which again can be linked by the operators OR (union), + (concatenation
within the same reading) or AND (intersection of two tags from the cohort). A C
(careful) directly after the position number means that the context condition must be
the cohort's only tag. (-1C N), for instance, means a safe (= fully diambiguated) noun
reading one position to the left. If the word to the left has a, say, (V)-reading at the same
time, the context can not be instantiated (is not true).

3. A linked (complex) context, where the word LINK "hooks up" 2 contexts (within
the same context parenthesis). The second context's relative position is calculated from
the first context's instantiated position, which becomes the new "0-position”. This way
one can build long context chains (where all the LINKed contexts are oriented towards
the same side, either right (+) or left (-). Also zero-links (adding more conditions to an
instantiated context) are allowed.

19 terma of rule writing efficiency, not allowing for setsin targets is one of the main disadvantages of the older cgl.
11 |n the cgl compiler, an unbounded search would not pass the target (0) position, accounting for one of the more
substantial incompatibilities between cgl and cgl.
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4. A blocking context, where the word BARRIER™?, right after a context with a *-
position (an unbounded context), supplies a context condition (tag, tag sequence or set),
that must not appear before the context in question, as calculated from the (absolute,
relative or linked) position that defines the starting point for the search. (*1 VFIN
BARRIER CLB), for instance, looks for afinite verb (VFIN) anywhere to the right - but
this context condition only counts as true, if there is no interfering clause boundary
(CLB) between position 0 and the finite verb.

MAPPINGS
A MAPPING-rule has the following general form
OPERATION (MAPTAG1 MAPTAG? ...) (TARGET) IF (CONTEXT 1) ...

A mapping rule adds mapping tags, usually syntactic tags marked by the mapping-
marker @, to those readings (= cohort lines) that contain the target-tag, - provided that
all context conditions apply. This part of a mapping rule (the context test) works exactly
asfor the constraint rules.

OPERATION can be:

* MAP: first-time mapping, for those cohort lines, that do not yet contain atag with the
mapping marker (@). Thisisthe normal way to map syntactic function.

« ADD: mapping is performed regardless of any earlier @-tags on the readings line, in
particular, it will also be applied to words featuring lexical mappings from the
lexicon.

« REPLACE: al tags but the first (usually the base form) are deleted, and replaced by
the mapping tags. REPLACE rules could, to a certain degree, compensate for
mistakes preceding parser modules have introduced on the tag line, but are not
supported in the current CG-2 compiler.

Mapping rules are applied in exactly the order they are listed in, - in contrast to
constraint rules, which are best thought of as taking effect "simultaneously"*** and can
even be tried several times, until no further disambiguation is possible.

In the case of multi-element tag strings, individual tags or tag combinations trigger
appropriate mapping rules in left-to-right tag order. For example, in the tag string “ser”
V PR 3S IND VFIN, mapping rules targeting the word class V (verb) will come into

Y2 |n cgl, a barrier context would have to be expressed by a “backwards looking” LINK NOT *(-)1 context, making
continued “forward” linking difficult.

3 1f one wants to control the order in which constraint rules are applied, this can be achieved by grouping them into several
CONSTRAINTS sections, for example separating safe rules from one or more heuristic levels. In my system, six such levels
are used for morphology, and four for syntax.
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play after base form rules targeting “ser”, and before mappings targeting PR 3S (present
tense 3.person singular).

CG2EXAMPLE FILE:
DELIMITERS ="<.>"<I>" "<?>" ; # sentence window
SETS # definitions
LIST NOMINAL =N PROP ADJ PCP ; # nominals, i.e. potential nominal heads
LIST PRE-N = DET ADJ PCP ; # prenominals
LISTP=PS/P; #plurd
LIST PRE-N-P = (DET P) (DET S/P) (ADJ P) (ADJ S/P) (PCP P) (PCP S/P) : # plural prenominals
(also: SET PRE-N-P = PRE-N + P;) # the same via set operation
LIST CLB ="<,>" KS(ADV <rel>) (ADV <interr>) ; # clause boundaries
LIST ALL =N PROP ADJDET PERS SPEC ADV V PRPKSKC IN ; # al word classes
LIST V-SPEAK = ("say" V) ("talk" V) "suggest" ; # speech verbs
LIST @MV = @FMV @IMV ; # main verbs
CONSTRAINTS # morphological level disambiguation

REMOVE (N S) IF (-1C PRE-N-P) ; # removes a singular noun reading if there is a safe plural
prenominal directly to the left.

REMOVE NOMINAL IF (NOT 0 P) (-1C (DET) + P) ; # removes a nominal if it isn't plural but
preceded by a safe plural determiner.

REMOVE (VFIN) IF (*1 VFIN BARRIER CLB OR (KC) LINK *1 VFIN BARRIER CLB OR
(KC)) ; # removes afinite verb reading if there are to more finite verbs to the right none of them
barred by a clause boundary (CLB) and co-ordinating conjunction (KC).

"<que>" SELECT (KS) (*-1 V-SPEAK BARRIER ALL - (ADV)) ; # selects the subordinating
conjunction reading for the word form 'que, if there is a speech-verb to the left with nothing but
adverbsin between.

MAPPINGS # syntactic possibilities

MAP (@SUBJ> @ACC>) TARGET (PROP) IF (*1C VFIN BARRIER ALL - (ADV)) (NOT -1
PROP OR PRP) (NOT *-1 VFIN) ; # a proper noun can be either forward subject or forward
direct object, if there follows a finite verb to the right with nothing but adverbs in between,
provided there is no proper noun or preposition directly to the left, and a finite verb anywhere to
the left.

CONSTRAINTS # syntactic level disambiguation

REMOVE (@SUBJ>) IF (*1 @MV BARRIER CLB LINK *1C @<SUBJ BARRIER @MV) ; #
removes a forward subject (SV case) if there is a safe backward subject (VS case) to the right,
with only one main verb in between
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3.7 Contextual information in constraint building

3.7.1 | mplicit syntax: Exploiting linear structure

A Constraint Grammar has at its disposal three types of information, of which the
morphological level usually™* only exploits two (a/b):

(@) lexical information, part disambiguated or being disambiguated (base form,
word class and inflexion tags), part not (secondary valency and semantic tags)

(b) the linear order of words and non-words (punctuation symbols, numbers) in a
sentence.

(c) At the syntactic level, in addition, non-lexical information (syntactic function
and dependency tags) is made “lexical” (mapped onto word forms) and disambiguated
creating athird type of information to be used by the CG rules.

What a CG rule does, is - in principal - stating whether a certain sequence of
word based tags is grammatical or not. The actual compiled grammar is handed
(partially ambiguous) information of type (a) and (b) from the morphological analyser
(or its own mapping module), and then extracts information of type (b) from a given
sentence, trying to instantiate one or more matching tag sequences from the rule body.

Since they basically express word/tag sequences, all CG rules could be called
syntagmatic, - even the morphological ones. For example, a CG grammar does not state
agreement rules per se, and does not operate with the concept “noun group” (np) as
such. Still, both syntactic concepts are implicitely employed even on the morphological
level. Consider the following tag sequences (DET = determiner, N = noun, A =
adjective, V = verb, M = masculine, F = feminine, S = singular, P = plural, 3 = third
person, * agrammatical):

DET-MS NMS  AMS V3S
DET-FS NFS AFS V3S
DET-MP  NMP  AMP V3P
DET-FP NFP AFP V3P
DET-M *NF AM V3

DET-F *NM AF V3

DET-S *NP AS V3S
DET-P *NS AP V3P

1 That is, if the morphological and syntactic levels are kept apart in a strict way, not least for linguistic reasons.
Technically, a CG-grammarian can choose - rather than apply too heuristic rules at the morphological level proper - to run
an additional round of morphological rules after the syntactic mapping and disambiguation phases, in order to address the
remaining “hard” morphological ambiguity with more (i.e. syntactic) context information.
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The above sequences are examples of grammatical 3-part-np’s (DET-N-ADJ) with
number and gender agreement, followed by a finite verb in agreement with the noun
group. The sequences can be sanctioned as grammatical by CG rules like the following:

SELECT NMSIF (-1C DET-MS) (1C AMS) (2 V3S)
SELECT DET-FSIF (1C NFS) (2C AFS) (2 V39)
REMOVE NS IF (-1C DET-P) (1C AP) (2 V3P)

On the syntactic level, linear structure is exploited more directly. Not least, adjacency of
syntactically “friendly” word classes is used to establish dependency relations. In the
above example, the np will be implicitely delineated by flat dependency links (cp.
chapter 4.1 and 4.6), with mapping or selecting rules expressing the grammaticality of
the following sequence (@>N = prenominal modifier, @N< = postnominal modifier):

DET_@>N N  ADJ @N< V3

MAP (@>N) TARGET (DET) IF (1C N) (2C ADJ) (3C V3)
MAP (@N<) TARGET (ADJ) IF (-2C DET) (-1C N) (1C V3)

In a language like Portuguese, without case marking for nouns, the implicit syntax of
linear structure is also very important for the assignment of subject and object
categories. Relying on lexical information about word class and valency potential, rules
can be coined about the probability of sequences like SVO, VSO, SV or VS. De
Oliveira (1989), for instances, cites the following frequencies for valency dependent
constituent order (for utterances without zero constituents, and without a relative
pronoun as subject or object, in a spoken language corpus):

SVO for “direct transitives’ (<vt>): 96%
SVO for “indirect transitives’ (<vp>): 97%
SVOO for “bitransitives’ (<vtp>): 89%
SV for intransitives (<vi> and <ve>): 44%
VSfor intransitives: 56%

The percentages for transitives verbs are high enough to justify direct “translation” into
CGrulesat aheuristic level, and with additional context conditions, at the non-heuristic
level:

REMOVE (@<SUBJ) IF (*-1 @MV BARRIER CLB LINK 0 <vt> LINK NOT 0 <vi> OR <ve>)
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REMOVE (@ACC>) IF (*1 @MV BARRIER CLB) (NOT 0 <rel> OR ACC)*®

For alist of the parser’s valency tags, and their statistical prominence in the CG rule set,
cp. chapter 3.7.2.1.

5 The percentages given by de Oliveira do not seem to include clitic objects in OV constructions, and in any case,
excepting pronouns morphologicaly marked as ACC from a heuristic @ACC-remove rule, is more than sensible.
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3.7.2

3.7.21

In my system, valency proper is defined as the power of a dependency head to govern
optional or obligatory dependents in a functional way. For this kind of valency
Portuguese obeys the linear precedence principle (i.e. heads precede dependents),
though it is obligatory only in the case of nominal valency (the valency of nouns and
adjectives) and adverbia valency. For verbs, there are numerous exceptions with
fronting of valency bound material, like subjects of non-ergative verbs, relative
pronouns and focusing. The most important valency classes are listed below, with alist
of examples, and of the constituents involved*:

Making the most of the lexicon

Level interaction: The secondary tags of valency

for verbs:

<vi>

<vd>
<vp>
<va>

<vK>
<Vi>
ve>

monotransitive
monotransitive
monotransitive
monotransitive

copula

intransitive inergative
Intransitive ergative

(= inaccusative)
<vdt> ditransitive
<vtp> ditransitive

<vta>

ditransitive

SUBJV ACC
SUBJV DAT
SUBJV PIV

SUBJV ADV

SUBJV SC
SUBJV
V SUBJ

comer ac., amar alg.

obedecer, agradar, convir
contar com, gostar de

durar TEMP, custar QUANT,
morar LOC, ir DIR

estar, ser, parecer, chamar-se
trabalhar, nadar, dancar, correr
desaparecer, chegar, desmaiar,
cair, crescer, desmaiar, nascer

SUBJV ACC DAT dar ac. a alg., mostrar, vender
SUBJV ACC PIV confundir ac. com, trocar por,

transformar em, afastar de

SUBJV ACC ADV pbr ac. LOC, collocar ac. LOC,

mandar alg./ac. DIR

<vtK> transitive pragdicative SUBJV ACC OC achar alg./ac. ac., considerar

<vU>

[abbreviations used for verbal valency. SUBJ = subject, V = verbal constituent, ACC = direct
(accusative) object, DAT = indirect (dative) object, PIV = prepositional object, SC = subject
predicative complement, OC = object predicative complement, ADV = adverbial object, TEMP = time

impersonal

V

chover

quantity adverbial, QUANT = quantity adverbial, LOC = place adverbial, DIR = direction adverbial]

for nouns:

116 \/ erb-dependent valency bound constituents, i.e. clause level arguments, need not necessarily come in the order givenin
the third column of the table. Portuguese allows (almost) free positioning of subjects, predicative complements and objects

(with the exception of clitic object pronouns that always come in DAT ACC order).
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<+a>, <+com>, <+de> ... N PP contraste com, respeito para

<t+detINF>, <+paratINF> N PRPINF capacidade de, licenca para
<+que> N FS-que Conviccao gue, esperanca que
<+num> N NUM século, capitulo

[used for non-verbal valency: N = noun, ADJ = adjective, ADV = adverb, PRP = preposition, PP =
prepositional phrase, NP = noun phrase, INF = infinitive, FS = finite subclause, NUM = numeral]

for adjectives:

<+a>, <+com>, <+de> ... ADJPP conscio de, rico em
<+detINF>, <+paratINF>  ADJPRP INF capaz de, habil para
<+que> ADJFS-que atento que, esperanca que
for adverbs:

<+de> ADV PRP antes de, depois de
<+det+INF> ADV PRPINF antes de, depois de
<+NP> ADV NP inclusive

for prepositions:
<+que> PRP FS-que até que

In a broader way, valency is understood as lexical co-occurence rules, so vaency-like
tags are used to inform, for instance, that measuring nouns like 'segundo’ (second) or
'metro’ (meter) are regularly preceded by numeras (<num+>). Typically, such
information treats "reverse linear precedence", providing information about the left
hand context. The tag <+num>, by comparison, used with words like 'capitulo’ (chapter)
or 'nimero’ (number), signals real (functional) valency and right hand context. Another
example for "co-occurrence valency" are <PRP+> tags, where more or less fixed PP-
expressions are targeted by providing information about the governing preposition at its
argument nominal, eg. 'graca <det+>, where the assembled PP forms a fairly
independent lexical unit, 'de graga (‘free of charge’).

Accordingly, valency information can be exploited for disambiguation in two
ways. a) by "local" rules, typically using close lexical or word class context for
morphological disambiguation, and b) by "globa" rules, for determining functional
dependency. Table (1) attempts to quantify the importance of vaency tags for
disambiguation on different levels:
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(1) number of CG rules containing at least one valency context condition

Mor phological rules Syntactic rules
"safe" heuristic "safe" heuristic
ver bal valency 17.3% 10.0% 29.8% 28.4%
nominal LP 6.5% 10.9% 4.8% 3.4%
valency <+...>
" |eft valency" 1.5% 3.0% 1.4% -
<...+>

It can be seen, that, on the whole, verbal valency is quantitatively more important to
disambiguation than nominal valency, which is not surprising given the fact that all
verbs receive valency information, while the figure for nouns and adjectives is only
10% for nouns and 7% for adjectives'’. In analogy with what is said about the
distribution of "global" vs. "local" rules in chapter 3.7.3, verbal valency information is
used in a third of al syntactic rules, but only in one sixth of all morphological rules.
Since heuristic morphological rules are most likely to lack global contexts altogether,
they will obviously also be the ones |east likely to make use of verbal valency, since the
dependencies concerned cannot be guaranteed to be contiguous. In contrast, syntactic
rules need verbal valency information even if they are heuristic (the percentages for safe
resp. heuristic syntactic rules are nearly the same).

Nominal valency and left valency, on the other hand, since they are about group
structure and lexical neighbourhood, are primarily used for close context morphol ogical
disambiguation, a rationale that becomes even clearer for heuristic morphological
disambiguation.

Quite another aspect of the vaency discussion are semantically motivated
selection restrictions. At present, the parser lexicaly assigns unambiguous
+HUM/ANIM head tags to 35.7% of all adjectives, and tHUM/ANIM subject tags to
48.2% of all verbsin running newspaper text:

<vH>  verb with obligatorily human subject (‘discutir' - ‘to discuss')
<vN>  verb with obligatorily inanimate subject (‘'explodir' - ‘to explode’)
<vA>  verb with obligatorily animal subject (‘coaxar' - ‘to croak")

<vB>  verbwith obligatorily plant subject (‘espigar’ - ‘to sprout’)
<adj.h> adjective with obligatorily human head (‘assassudo’ - ‘wise’)
<adj.n> adjective with obligatorily inanimate head (‘asséptico’ - ‘ sterile’)

7 These are token frequency related numbers for disambiguated running newspaper text. In the PALAVRAS lexicon, the
percentage of nouns and adjectives featuring valency information is lower, since many very infrequent nominals lack
valency patterns.
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<adj.a> adjective with obligatorily animal head (‘carnivoro’ - kedeedende)
<adj.b> adjective with obligatorily plant head (‘epifito’ - epifytisk)

The remaining verbs and adjectives are assigned tags for all 4 possibilities (<sH>,
<sN>, <sA>, <sB> for verbs, and <jh>, <jn>, <ja>, <jb> for adjectives), after the
morphological and syntactic levels, which are then disambiguated on the valency level
and used for polysemy resolution in the semantics module.

This way, only the "safe", unambiguous selection restrictions are accessible on
the first two levels of disambiguation, and so far (1998), on the morpho-syntactic levels
only some 25 rules make direct use of thiskind of information, likein

MAP (@>N) TARGET (ADJ) IF (0 <ante-attr>) (-1 <art> LINK 0 MS) (1 INF) (NOT 0 <h>); # e.g.
um leve erguer de ombros. (Map prenomina function onto an adjective preceded by the male
singular definite article and followed by an infinitive, if its doesn't obligatorily select for a human
head.)

REMOVE (@#ICL-SUBJ>) (*1 V3S BARRIER @#FS LINK 0 V-HUM); (Remove the subject
reading for an infinitive clause, if the next third person singular verb takes a human subject and is
not isolated by afinite subclause complementiser.)

On the other hand, the <h> tag for adjectives can be used in order to determine whether
an ambiguous NP head noun is +HUM or not, a feature that is more widely used in the
grammar, and thus linked to pre-existing rules. The hybrid nominal set HUM-N/A, that
lists +HUM semantic class tags proper for nouns alongside with the "left selection” tag
<h> for adjectives, is another example of the present - indirect - use of the feature.

3.7.2.2 L evel interaction: Secondary semantic tags

One of the big syntactic ambiguities for nouns is the one between subject (@SUBJ) and
(direct, "accusative") object (@ACC). Other functions, like appositions (@APP) or
argument of preposition (@P<) have a clearer context. Since Portuguese does not have
afixed word order, both subjects and objects can appear before or after their main verb,
giving rise to the @ACC> - @SUBJ> and @<ACC - @<SUBJ ambiguity. Worse, in
the case of embedded subclauses, an NP between two main verbs can also be
ambiguous as to clause membership - it may, for instance, be either direct object of the
first (subclause-) main verb or subject of the second (main clause) main verb.
Sometimes, clause-boundary punctuation helps, but it can be absent (for example, in the
case of relative clauses unless they are parenthetic), or be mistaken as an iterator mark
(in achain of co-ordinated subjects or objects). In other cases, the uniqueness principle
helps, i.e. there may already be a"safe" - positioned - subject to the left of the first verb
or a"safe" object to the right of the second verb. In many cases, however, the contextual
clues are much more subtle, and semantic information may be needed to make an
educated guess.
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Intuitively, one might assume

(@) that asubject reading is more likely before the predicator than after it, and
(b) that noun phrases denoting humans, are more likely to function as agent than
others, and might therefore have alarger affinity to subject function

Whereas (@) is a syntactic rule and fits in naturally with the CG-rules on the syntactic
level, (b) presupposes semantic lexical information, that must be expressed as
secondary tags, i.e. tags, that are not (on this level!) intended for disambiguation
themselves.

In order to test the two assumptions, | have statistically analysed the computer's
parses for one and a quarter million words, as shown in table (1). Since shorter,
manually controlled texts show the parser's syntactic error rate to be lower than 3% (cf.
chapter 3.9), the dubious cases will disappear in a sea of safe correct readings (like
those where the uniqueness principle can be applied, or where verbs have obligatory
direct objects), - and therefore distributional patterns may be trusted even when derived
from automatic analysis alone. Even if al errors were subject-object errors (which they
are not!), a 3% margin of statistical significance would not change much in the ratios
calcul ated below.

(1) Theinfluence of the semantic feature <+HUM > on the probability of subject
tags vs. direct object tags (573.285 words from VEJA, plain numbers, and
690.269 words from the Borba-Ramsey corpus, numbers in italics). Percentages
measure the frequency of a given function within a certain semantic group.
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PROP N
(proper nouns) (nouns)
top hum H HH inst all N
(places) (names) (persons) (groups) | (institutions
)

n % n % n % n % n % n %
@suBJ> 239 79| 5409| 15,3| 4200| 23,3| 995| 18,8 597| 10,9| 16573| 12,5
presubject | 187 90| 3410| 18/4| 3688| 21,9| 981| 185| 436| 9,6|17811| 119
@<SUBJ 6 0,2 710 20| 566| 3,1 61 1,2 37| 07| 2291| 1,7
postsubjec 29 14 344 19| 421| 25 83| 16| 51| 13| 3461| 23
t
@ACC> 2 0,1 24 01| 24| 01 0| 00 3] 01| 295| 0,2
preobj ect 2 0,1 31| 02| 31| 0.2 3] 01 5/ 01| 546| 04
@<ACC 90 29| 1409| 4,0|2114| 11,7| 526| 99| 452| 8,2|23279| 17,4
postobject 89 4,3 873| 4,7| 1900| 11,3| 503 95| 366| 8,1|26725| 17,9
all words 3011 35378 18037 5297 5491 132673
in class 2084 18573 16856 5291 4519 149125
ratio 2,7 3.8 2,0 19 1,3 0,7
@suBJ> 21 3.9 19 2,0 1,2 0,7
@<ACC-

As to intuition (a), an SVO word order - though not fixed for Portuguese - is definitely
preferred, pre-posed noun subjects (@SUBJ>) being at least 7 times more likely than
post-posed subjects (@<SUBJ), while pre-posed direct objects are nearly non-existent
in the noun class (objects pronouns, of course, are another matter).

More interestingly, "subject-ivity" is higher and "object-ivity" islower for human
nouns than for others. The relevant ratio in favour of the @SUBJ> tag (as compared to
@<ACC) is highest for names (3.8-3.9) and persons and human groups (both 1.9-2.0).
Even the institutions class (1.2-1.3) has a subject/object-ratio twice as high as the noun
class as a whole (0.7), which has the opposite tendency - i.e. occurring more often in
direct object than in subject position.

With these figures, a purely guessing parser would have a 4-in-5 chance to
resolve the @SUBJ>/@<ACC ambiguity for names, and a 3-in-4 chance to resolve it
for person or human group nouns.

In absolute terms (i.e. when looking at subject and object probability in isolation),
some special cases can be observed in the table:

e proper nouns that are not person names - but all place names - have a high
subject/object ratio, too, but both subject and direct object'® readings are less
frequent than in average nouns, probably because most incidents are in locative PP-

18 pPortuguese can completely avoid using personal names as syntactic direct objects, by using the preposition 'a’ before
them: Maria ama a Pedro.
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constructions. Something similar is true of the human noun subclass of institutions,
that share the semantic feature of +LOC with place names.

Both person and place names are much more frequent in the VEJA-newsmagazine
corpus than in the mixed Borba-Ramsey corpus.

There is a dlightly higher frequency of post-positioned subjects for person nouns in
the VEJA texts, probably due to journalese quote constructions (e.g. “ ......... " dizo
estudante (@<SUBJ) Alberto da Mata, 25, de S&o Paulo).
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3.7.3 Local vs. global rules: Constraint typology

In this section | shall as far as possible detach myself the CG grammar critic from
myself the CG rule writer, inspecting and quantifying the types of rule architecture used
in the system, and trying to map and interpret possible system immanent structural
regularities or tendencies. The point of thisexerciseis:

(@) to provide other CG-grammar writers with some standard for comparison and
CG novices with some guidelines as to how a CG may be expected to develop, what
grammar size and complexity to expect, which pitfallsto avoid etc., and

(b) to facilitate cross-system comparison, like when the author of a probabilistic
HMM tagger/parser wants to decide on the possibility to match or "emulate" a CG rule
set (a problem the relevance of which | have personally been confronted with when
discussing with NLP-researchers outside the CG camp).

What a CG grammar architecture looks like, may, of course, depends not only on
general linguistic and analytic factors, but also on the individual grammarian’s approach
to grammatical problem solving in general, and the technical limitations imposed by the
few presently available CG rule compilers in particular, - and with very few Constraint
Grammars around (and even fewer published), rea proof of any structural universality
clam must therefore await future research. Still, even regularities found within one
system (and with one type of compiler), may help other researchers understand why CG
rules look the way they do, and how best to learn from their not so bad performance.

One of the ways to assess a given Constraint Grammar in a typological way isto
quantify rule types with regard to their contextual scope and complexity, as suggested
by Anttila in his discussion of the Helsinki group's English CG (Karlsson et. al., 1995,
p.352). Contextual scope is what ordinarily distinguishes probabilistic grammars
(narrow scope) from generative grammars (wide scope). Within Constraint Grammar,
bounded context conditions, especialy of low order (i.e. close to the target), are natural
narrow scope tools, whereas unbounded context conditions are characteristic of a wide
scope approach. Thus, a CG rule set can be typologically located between probabilistic
and generative grammars, mimicking the first for part-of-speech discrimination, and the
second for syntactic parsing.

In table (1), a rule count is given for rules with unbounded context conditions
(henceforth "global" rules) or without (“loca" rules™), for al three operations
supported by the cg2-compiler. The columns containing numbers for non-heuristic rules

19 The concept of "local" rulesis not to be confused with that of "local disambiguation” - the first term is used to describe
rules without unbounded context conditions (i.e. rules where all contexts conditions are bounded), while the second concerns
word-internal disambiguation (the minimal derivational complexity rule, or "Karlsson's law™)
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are shaded, as well as the sum-column. 'morf1-3' and 'synl-3' refer to the heuristic levels
in the morpology and syntax module, respectively.
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(1) Rule scope

morf | morf | morf | morf | syn | syn | syn | syn | all
0 1 2 3 0 1 2 3
REMOVE tag 403| 112\ 13| 27| 153| 37 4 2| 651
(only local contexts)
REMOVE word 66| 12 1| 18 - -| 18| 10| 125
(only local contexts)
REMOVE tag 183 44 5 5| 941| 219| 17 1| 141
(=1 global contexts) 5
REMOVE word 63| 16 2 1 4 1 4 -1 91
(=1 global contexts)
local/global tag 22| 25| 26| 54| 02| 02| 02| 20| 05
local/global word 10/ 08| 05| 180 - -| 45 -l 1.4
SELECT tag 271 70 8 7| 60 2 1 1| 420
(only local contexts)
SELECT word 162 33 4 7 - - - -| 206
(only local contexts)
SELECT tag 129 23 9 2| 209| 57 3 -1 432
(=1 global contexts)
SELECT word 135 73] 11 5 - - - -| 224
(=1 global contexts)
local/global tag 21| 3.0/ 09| 35| 03| 00| 03 -1 1.0
local/global word 12| 05| 04| 14 - - - -| 0.9
| FF tag 3 - - - - - - - 3
(only local contexts)
| FF word 7 - - - - - - - 7
(only local contexts)
| FF tag - - - - - - - - -
(=1 global contexts)
| FF word 4 - - - - - - - 4
(=1 global contexts)
local/global tag - - - - - - - - -
local/global word 1.8 - - - - - - -| 1.8

For the grammar as a whole, REMOVE rules account for two thirds of all
disambiguation rules, with a higher incidence for global and tag targeting rules.
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For global context syntactic rules (i.e. rules containing at least one unbounded
context condition), selecting is even more risky than ordinarily. For example, it is safe
to assume that a direct object reading can be removed in a sentence without a transitive
verb, while the "inverse", choosing the object reading in the presence of a transitive
verb, is risky, rules would have to thoroughly check for other direct objects and direct
object candidates, clause boundaries and the like.

In the case of tag targeting rules, cautiousness is necessary because a tag-target
has to cover a range of possibly quite different lexical items, whereas a word-form
target is really the equivalent of a complete tag sequence, including the lexical base
form tag. Since very few syntactic rules have word-form targets, the effect is only
visible in the morphological rule portion, with a remove/select ratio of 1.5 for tag
targeting rules as compared to one of 1.0 for morphological rules on awhole.

The elevated remove/select ratio for syntactic rules (over 4) is not only due to a
higher degree of "structural globality” (as addressed by the valency based uniqueness
principle), but also to the grammar specific fact that clause function tags have been
attached to non-finite verbs and complementiser words (relatives, interrogatives,
conjunctions), in addition to these words' clause internal function tag. Since double tag
targets are not allowed in syntactic SELECT rules in the available cg-compilers, such
words can only be disambiguated by REMOVE rules - a SELECT rule targeted at either
the internal or the external function tag would "kill" the other of the two.

Apart from low error rates, Constraint Grammar parsers are famous for their processing
speed. The actual speed, even when using the same compiler on the same machine, is of
course dependent on both text type and grammar size. For text type, the relevant
parameters are sentence length and word form ambiguity (average number of readings
per word form); for grammar size, parameters are the number of rule contexts
(subsuming the number of rules as well as their complexity) and the proportion of
unbounded contexts. Since the parser has to apply for every word and every one of its
readings all rules that target that reading, a first approximation for sentence processing
time would be one of linear complexity:

(338 time~n*a*R

where
n = number of words in the sentence
a = average ambiguity (number of readings per word form
R = rule number constant, depending on, but |ess than proportional to the number
of rules Rn in the grammar

However, since the parser - in applying a rule to the target reading found - must check
("instantiate") al the rule's context conditions as true, the relevant constant is not the
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number of rules Rn, but the number of context conditions in the grammar, Cn. While
obviously slowing down the parser, adding more absolute contexts does not change the
linear complexity characteristic as such, a good algorithm that avoids checking contexts
twice for different rules, may even make R grow slower than Rn. Unbounded context
conditions, however, force the parser to look, if necessary, at all words and their
readings in its half of the sentence. Processing time will therefore grow binomially
((n*a)) with sentence length for that proportion G% of contexts that is unbounded.

(Bb) time~(n*a*C)* (n* a* G)

where
C = context number constant, depending on, but less than proportional to the
number of contexts Cn in the grammar
G = globality constant, depending on, but less than proportional to the proportion
of unbounded contexts, G%, in the grammar

Finally, processing time is also proportional to the proportion RM of REMOVE rules,
since REMOVE rules have to look at all readings, while SELECT rules, when hitting
the right reading (on average by trying half of them), discard all others automatically.
Therefore'®, the variable a has to be replaced by a* (RM+1)/2 in the first parenthesis of
eguation (3b). Likewise, a in the second parenthesis is influenced by the proportion SC
of safe context conditions (NOT and C) in unbounded contexts.

(3c) time~n*a* (RM+1)/2* C* (n* a* (SC+1)/2* G)

where:
RM = proportion of REMOVE rules
SC = proportion of safe unbounded context conditions

Binomial complexity growth is tolerable, and compares favourably with the exponential
complexity growth™ seen when a parser has to look at all analysis paths for a sentence
parse (a™C).

Having discussed a in the chapter on ambiguity, and G as well asRM earlier in
this chapter, | will now try to shed some light on rule complexity (C) and context
certainty (SC).

120 \ith SE for the SELECT rule proportion, the formula would be a*RM + a*SE/2, with SE =1-RM we get a*RM + a*(1-
RM)/2, which can be transformed into a*(RM+1)/2.

121 1n a probabilistic HMM PoS tagger this problem can be solved by not "remembering" all paths, but only the highest
probability path when progressing from left to right through the sentence. Complexity will then grow in alinear way (~n* a
* N), with N being the constant reflecting the size of the n-gram window. A probabilistic syntactic parser, evaluating whole
sentence paths, will, of course, have to deal with the above mentioned exponentiality problem.
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In table (4), three types of contexts are subsumed:

« direct contexts, addressed by absolute or unbounded position instantiation, with the
target word form as position 0.

* relative contexts, addressed by the LINK feature and related to another, preceding,
context functioning as new position 0.

« BARRIER contexts which are always negative, with their scope defined by the
instantiation of the unbounded context they refer to.

Most rules, with the exception of some default mapping rules, have at least one direct
context, and 75% of the 2739 "global" rules (with at least one unbounded context
condition) have LINK or BARRIER contexts, or both. Thus, 2085 rules feature at least
one LINK context, and 2017 rules have at least one BARRIER context.
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(4) Rule complexity

number of mor f syn map all
contexts
morf0 [morfl |morf2 |morf3 |[syn0 |synl |syn2 |syn3

0 - - - - - - - - 39 39

1 172 77 16 44 54 8 12 14 57 54

2 317 70 14 14 159 26 15 - 127 742

3 383 62 8 8 219 41 3 - 170 894

4 249 73 2 2 214 46 3 - 187 776

5 143 51 10 2 204 47 4 - 150 611

6 81 29 2 2 173 42 - - 101 430

7 37 7 - 115 29 2 - 71 262

8 23 5 - - 58 27 1 - 33 147

9 12 4 - - 39 12 4 - 23 94

10 4 4 - - 30 10 2 - 10 60

11 1 - - - 27 10 1 - 3 42

12 1 - - - 15 10 - - 2 28

13 1 - - - 23 7 - - 5 36

14 1 - - 17 - - - 1 19

15 - 1 - - 11 1 - - - 13

16 - - - - 3 - - - - 3

17 - - - - - - - - 1

18 - - - - 1 - - - - 1

19 - - - - 1 - - - - 1

20 - - - - 1 - - - - 1

21 - - - - - - - - - -

22 - - - - 2 - - - - 2

23 - - - - 1 - - - - 1

all rules 1426 383 53 72| 1367 316 47 14 979| 4657

average per 337 340 260 175 528 575 366 100, 422 4.14
rule

On average, 4 context conditions have to be true before a rule can be successfully
applied to its target. Syntactic rules are more complex (5.28 contexts for non-heuristic
rules), and morphological rules less complex (3.37 contexts for non-heuristic rules) than
the average. Mapping rules display an intermediate degree of complexity (4.22
contexts), on the one hand they apply to morphological targets, on the other they add
syntactic structure. Also, adding more context conditions is not the only way to make a
mapping rule more safe, a common alternative is to keep some ambiguity, map a longer
string of function tags, and leave disambiguation to the syntactic module proper.
Generdly, there is less complexity on the higher heuristic levels, reflecting the
fact that these rules are less safe, incorporating fewer context conditions that would
[imit the rule to less general - and thus safer - cases. Still, on the first heuristic level
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rules appear to be slightly more complex than non-heuristic rules, the reason for this
being the fact that the heuristic level distinction is also used for non-heuristic purposes:
- for all but the mapping rulesit is the only way to determine in which order rules will
be applied. Also, some of the hard, multi-context, cases are postponed to heuristic level
1, because there is a hope that other rules will resolve or restrict the ambiguity in
guestion in some indirect way. This double functionality of heuristic level 1 can even be
seen in the statistics in table (4), as a double peak curve in the morfl column. The first
peak (1 context) reflects pure heuristic uses, like the removal of readings with a <Rare>
tag, the other (4 contexts) isrelated to rule ordering and the postponement of hard cases.

While both a high remove/select ratio and a high percentage of safe contexts
(NOT and C) make a grammar more cautious (and robust), they also make the parser a
little slower. Among other things, table (5) contains the data necessary to understand the
second part of this trade-off, which is related to context type distribution. The relevant
parameter, C-percent, measures "certainty” and is computed as the ratio between the
combined number of NOT and C conditions and the number ofall contexts at a given
position. For the zero position (the target itself) the current cg-compilers do not permit
C-conditions, so here, the "safe" portion will consist of the NOT conditions aone.

(5a) Context position, polarity (tNOT) and certainty (xC)
[absolute contexts|

number of mor f syn map all
contexts
morf0 [morfl |morf2 |morf3 |[syn0 |synl |[syn2 |syn3

0 554 181 20 53 812 258 36 13 473 2400

NOT O 268 92 8 2 230 48 4 - 43 695

alo 822 1042 516| 3095

C-percent| 32.6 22.1 8.3 22.5

+1 250 78 2 2 97 15 8 - 220 672

+1C 310 48 1 - 28 1 - - 4 392

NOT 1 191 66 4 3 62 11 2 - 133 572

al +1 751 187 357| 1636

C-percent| 66.7 48.1 38.4 59.0

-1 409 103 21 12 177 29 1 - 468| 1218

-1C 381 52 - 6 43 - - - 3 485

NOT -1 275 103 13 4 70 20 - - 62 547

all -1| 1065 290 533| 2250

C-percent| 616 39.0 12.2 45.9

+2 42 18 - - 32 - - - 41 133

+2C 73 5 - - 24 - - - - 102

NOT 2 53 6 - - 13 1 - - 8 81
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al +2 158 69 49 316
C-percent| 79.7 53.6 16.7 57.9
-2 122 22 5 43 6 184 384

-2C 98 16 - 19 5 15 153

NOT -2 84 17 4 26 3 26 161
al -2 304 88 225 698
C-percent| 59.8 51.1 18.2 45.0
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(5a), continued

number of mor f syn map all
contexts
morf0 [morfl |morf2 |morf3 |[syn0 |synl |[syn2 |[syn3

+3 18 - - - 1 - 10 29

+3C 4 2 - - 1 - - 7

NOT 3 3 - - - 1 - 2 6

all +3 25 3 12 42

C-percent| 28.0 66.7 20.0 31.0

-3 50 5 - 1 7 - 61 124

-3C 24 1 - 1 2 - 10 38

NOT -3 12 1 - 1 5 - 2 21

all -3 86 14 73 183

C-percent| 424 50.0 17.8 32.2

> +4 8 - - - - - L 9

> +4C 8 - - - - - - 8

NOT >4 4 - - - 1 - - 5

al >+4 20 1 1 22

C-percent| 60.0 - - 59.1

<-4 24 1 - - - - 10 35

<-4C 4 1 - - - - - 5

NOT <-4 1 - - - 7 - - 8

al <-4 29 7 10 48

C-percent| 17.2 - - 27.1

all + 318 96 2 2 130 15 272 843

all +C 395 55 1 - 53 1 4 509

all NOT + 251 72 4 3 77 12 143 664

all + 964 260 419 2016

C-percent| 67.0 50.0 35.1 58.2

all - 605 131 23 18 227 35 723 1761

al -C 507 70 - 7 64 5 28 681

all NOT - 372 121 14 9 108 23 90 737

all -| 1484 399 841| 3197

C-percent| 59.2 43.1 14.0 44.9

Looking at absolute positions first, the following observations can be made:

@

and lowest for mapping rules.

This fact reflects the order in which disambiguation is performed in progressive
level parsing, morphology first, then syntax. Thus, the amount of unambiguous context
(where no certainty restrictions are necessary) increases from level to level. In
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particular, mapping rules may - at least within the current cg-compilers - only refer to
pre-existing tags, i.e. morphological tags which have al (or nearly all) been
disambiguated already, not to syntactic tags introduced by other mapping rules (which
ordinarily would be highly ambiguous). Therefore, C-contexts are redundant and very
rare in mapping rules. For the same reason, in syntactic disambiguation rules, too, all
contexts referring to morphological information do not usually need C-tags. And even
for syntactic tags the C-option has a handicap: the double tags used for words bearing
clause function, which cannot be AND-grouped in the current compiler’s set-definitions
(both cgl and cg2 allow only OR-grouping for syntactic tags).

(b) The C-percent parameter is higher for right hand positions than for left hand
positions, and lowest for the zero position. Left hand contexts are more common than
right hand contexts of the same distance, and the disparity increases with distance,
from ca. 50% for the +1/-1 pair (1636 and 2250 rules, respectively) to 400% for the
most distant contexts.

It is quite hard to find a clear and general explanation for this interesting finding.
It seems to imply that for disambiguation, left hand context is more important (or easier
to use) than right hand context, and that |eft-looking rules can be applied before right-
looking ones, since the latter would have to wait for the creation of safe right-hand
contexts by left-looking rules.

The real reason may even be a psycholinguistic one: Language has evolved as
speech, and is therefore processed in a linear way. It will therefore be a
communicational advantage, if the listener be able to anticipate the next word or word
group, or at least its type and function. Empirical priming tests and the existence of the
linguistic garden path problem seem to indicate that, in fact, humans tend to choose that
reading for aword that is suggested by its left hand context. So aright hand context has
to be "extra safe" in order to be alowed to make a difference.

Since Portuguese valency structures reflect this left-to-right approach, on the
syntactic level, where word classes are unambiguous, and functions are ambiguous,
arguments can be identified by finding a word of the relevant head word class to the
left, like in the case of an ambiguous @ACC after VFIN, or @P< after PRP. In the
morphological module, with its more local (narrower) rule scope, (group level)
modifiers are more important than (usually clause level) arguments, and it seems logical
that articles, determiners, numeras and intensifiers (which all typically precede their
head in Portuguese) are more essential to the type of head™® they attach to, and “need”
their head more, than adjectives and prepositional phrases which as modifiers usually
come to the right of their head, and could be non-group, clause level constituents
(predicatives or adverbials). This explains the natural dominance of left hand contexts

122 | eft context determiners, article determiners and numerals help recognize (disambiguate) nouns, immediate left context
intensifiers help recognize adjectives and adverbs.
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in the sequential “understanding” of an utterance, - and the extra safety tax imposed on
right hand contexts.

c)  Close context conditions are more common than distant context conditions

This final observation matches one's intuition about structural cohesion, close
contexts have a higher probability of being structuraly linked to the target than distant
ones. Also, when looking at a distant context, it is mandatory to check the closer
context in between, too, - for potential clause boundaries or other blocking elements. So
the -1 position will be checked both for its own sake, and (also) every time the -2, -3 or
-4 contexts are addressed.

All of the above findings are true of unbounded contexts, too:
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(5b) context position, polarity (xtNOT) and certainty (£C)
[unbounded contexts|

number of mor f syn map all
contexts
morf0 [ morfl [morf2 |morf3 |{syn0 |[synl |[syn2 |syn3

*1 117 48 9 6 409 70 14 238 911

*1C 48 14 - 1 107 24 1 2 197

NOT *1 61 22 2 4 33 2 - 10 135

al *1 226 549 260| 1243

C-percent| 48.2 255 4.6 26.7

*-1 147 44 12 2 565 190 16 349| 1325

*-1C 64 23 - 2 275 65 - 8 437

NOT *-1 61 27 2 1 64 9 - 16 180

al *-1 272 904 373| 1922

C-percent| 46.0 37.5 6.4 311

*2 30 7 - - 10 2 - 20 69

*2C 8 - - - 3 - - - 11

NOT *2 4 2 - - - - - - 6

all *2 42 13 20 86

C-percent| 28.6 23.1 - 19.8

*-2 62 13 4 - 58 2 - 77 216

*-2C 9 4 3 - 3 - - - 11

NOT *-2 4 1 - - 6 3 - 26 14

al -2 75 67 103 241

C-percent| 17.3 13.4 34.2 10.4

2*3 5 2 - - - - - - 7

>*3C - - - - - - - - -

NOT >*3 1 - - - - - - - 1

all >*3 6 - - 8

C-percent| 16.7 - - 12.5

<*-3 8 2 - - 5 1 - 16 32

<*-3C 1 1 - - - - - - 2

NOT <*-3 - - - - 2 - - - 2

all <*-3 9 7 16 36

C-percent| 11.1 28.6 - 11.1

all *+ 152 57 9 6 419 72 14 258 987

all *+C 56 18 - 1 120 24 1 2 208

all NOT *+ 66 25 - 4 33 2 - 10 142

all *+ 274 572 2701 1337

C-percent| 445 26.7 4.1 26.2

all *- 217 59 16 2 628 193 16 442 1573

al *-C 74 28 3 2 278 65 - 8 450

all NOT *- 65 28 2 1 72 12 - 42 196
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all - 356 978 492 2219

C-percent| 39.0 35.9 10.2 29.1

However, though the relative distribution remains similar to that of absolute contexts,
the proportion of safe conditions (the C-percent parameter) is consistently lower for
unbounded contexts. Unbounded contexts are usually defined in a more restrictive way
than absolute contexts that only check for one particular tag set. In contrast, as
mentioned above, most unbounded contexts have BARRIER or LINK (often even LINK
0) conditions attached that further restrict instantiation of the context. BARRIER
conditions are unbounded backwards-looking NOT conditions'®® and are thus part of
the safe context group, and many LINK contexts are themselves specified as C. With
such a wealth of linked information, the chance of error when instantiating an
unbounded context is thus smaller than for ordinary, absolute contexts, and the parser's
philosophy is. Rather find an ambiguous word context that matches all the additional,
relative context specifications than not use it just because it happens to have another
local reading not itself sustained by further relative context.

The leftward leaning tendency for unbounded contexts is about the same as for
absol ute contexts, about 60%.

(6) Proportion of leftward context conditions (% left/all contexts)

morf0 syn0 map all
absolute contexts 60.6 60.5 66.7 61.3
unbounded contexts 56.6 63.0 64.6 62.4

Interestingly, this is not what Anttila finds for the English CG. In (Karlsson et. al.,
1995, p. 352) he cites 81% for unbounded and 42.6%'** for absolute contexts,
supposedly for the syntactic segment of the English grammar. As an explanation for the
high figure for unbounded contexts, Anttila refers to the fact that such rules are about
phrase structure generalisations and that, in English, heads usually precede their
complements. In the same vein one can argue that Portuguese here displays a lower
figure, because its word order is not as strictly regulated as that of English.

Still, for absolute contexts, the Portuguese figure is higher than the corresponding
English one, and not significantly different from that for unbounded contexts in the
Portuguese CG. An explanation may be that the English rules concerned were meant as
small window rules akin to heuristic rules (as suggested ibd., p. 353), whereas the

12 the BARRIER condition was not present in the cgl-compiler. There, it would have to be expressed as a hooked (now:

LINKed) unbounded context condition in the opposite direction. But even then, barrier function was intended - unbounded
context searches would not be allowed to cross the zero position.
124 My computation, - the article cites absolute figures, not percentages, for the absolute contexts.
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Portuguese rules use more (distant) context, even in the unbounded case'®. Thus, for

the English CG, the -1 context accounts for 81.9% of al left contexts, and the +1
context for 87% of all right contexts. For the Portuguese CG, the figures are 72.7% and
71.9%, respectively, for syntax, and 70.4% and 81.2% for the whole grammar. The fact
that the -1/left percentages are lower than the +1/right percentages for both languages,
suggests that the left hand context is not only overrepresented, but also extends further
away from the target position, - both possibly due to the linearity feature of language
discussed above.

125 Of course, the Portuguese rules may use a larger window and still be just as "heuristic" as their Englich counterparts, if it
could be shown that Portuguese needs a larger window due to lower structural cohesion.
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3.8 Mapping: From word classto syntax

Rules at the mapping level of a Constraint Grammar exploit (more or less)
disambiguated morphological/PoS information for assigning a context dependent
syntactic function potential to each target word in the text. Rules can address words
individually, but are usually bundled for certain types of word class targets.
Contextually safe mapping rules are able to map a more precise syntactic tag list
(ideally, one tag only) than more broad rules. Therefore, unlike disambiguation rules,
which remove information rather than add it, mapping rules are inherently sequential
and mutually exclusive: Safe, specific, context rich rules have to be applied before more
general, poor context rules, and once targeted, a word has to be “closed” for further
mapping. Otherwise, every word will receive the full combined syntactic tag potential
of all mapping rules targeting it, which would “erase’ the visibility of any individual,
more specific rule. In the rule compiler formalism used here, ordinary sequential
mapping rules are marked by the MAP operator, and they are applied in the order given
in the rules file of the grammar. Rules with the alternative ADD operator are cumulative
and, in principle, non-sequential. Basically, ADD rules provide a way of splitting a
complex MAP rule into smaller, more manageabl e parts.

There is no clear border line between mapping rules and (syntactic)
disambiguation rules. In theory, all mapping rules could be crafted with a perfect and
complete list of context conditions such that no mapping would need to be ambiguous -
with no need for ordinary disambiguation rules. However, in none of the presently
available rule compilers can mapping rules “see” the output of other (earlier) mapping
rules, making it difficult if not impossible to address syntactic context (@tags) other
than that provided by lexicon entries. Also, a perfect (i.e. unambiguous) MAP rule is
like a SELECT rule in the way it works - a risky kind of rule, stating a grammatical
“fact” al in one go. REMOVE rules, operating on broadly mapped - and therefore
ambiguous - @tag strings, are much more cautious and robust, working together step by
step, relying on each other’s context condition safety nets.

The basic skeleton of syntactic mapping is the target word class condition. Even
without further context conditions, word class mapping can provide a working mapping
module for a syntactic disambiguation CG to work on. The Portuguese mapping rule set
Is structured in word class “chapters’, with each chapter concluded by a “pure” word
class mapping rule, preceded by more specific rules for that word class, and headed by a
section with word or base form mapping rules. Though there are some prototypical
relations, most form-function pairs (PoS-@tag pairs) are not very closely knitted. Thus,
nouns are typical of subject (@SUBJ) and direct object (@ACC) function, but still,
subjects do come as infinitive clauses (#1CL), too, and objects can be finite subclauses
(#FS, “acho gue ndo faz nada’). Adjectives and participles often occur with adnominal
and predicative function, but they can head noun phrases, too, and thus usurp typical
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NP-functions like @ACC or @SUBJ (“os ricos vivem bem”). Adverbial function
(@ADVL), findly, is by no means restricted to adverbs - prepositional phrases (“fica
em casa’, “espere até amand’) and even nouns (“chegou segunda-feira’, “dormia dez
horas’) can fulfill this function. Also, form-function relations are not necessarily
symmetrical. Prepositional object function (@PIV), for instance, is only mapped onto
prepositions (PRP), but the inverse is not true, since prepositions also occur as (heads
of) argument and adjunct adverbias (@ADV, @ADVL), post-adjects (@N<, @A<,
@KOMP<) and bound or free predicatives (@SC, @PRED, @N<PRED).

In the table below, | have listed, for each syntactic function label, the maximal set
of word classes eligible as mapping targets. Prototypical mapping targets are in bold

face.

Syntactic tags mapped: Word classtargets for mapping:

Clause level arguments

@SUBJ =subject, @ACC =direct (“accusative’) object, @DAT =indirect (dative) object, @PIV
=prepositional object, @ADV =adverbial object, @SC =subject predicative complement, @OC
=object predicative complement

@SUBJ> @<SUBJ [N PROP A PCP PERS-nom SPEC DET #ICL #FS]
@ACC> @<ACC [N PROP A PCP PERS-acc SPEC DET #ICL #FS]
@DAT> @<DAT [PERS-dat]

@PIV> @<PIV [PRP]

@ADV> @<ADV [N-temp/quant ADV PRP-loc/dir #FS-onde #AS-onde]
@SC> @<SC [N PROP ADJ PCP SPEC DET PRP # CL #FS-que/interr]
@0OC> @<0C [N PROP ADJ PCP SPEC DET PRP # CL #FS-que/interr]

cp. @# CL-SUBJ> @#ICL-<SUBJ @#FS-SUBJ> @#FS-<SUBJ
cp. @#ICL-ACC> @#ICL-<ACC @#FS-ACC> @#FS-<ACC
cp. @#FS-ADV> @#FS-<ADV @#AS-<ADV

cp. @#ICL-<OC @#ICL-<SC @#FS-<SC

Clauselevel adjuncts
@ADVL =adjunct adverbial, @PRED =free (adjunct) predicative

@ADVL> @<ADVL [N-temp ADV PRP #ICL #FS#AS]
@PRED> @<PRED [N-indef/attr ADJ PCP PRP]

cp. @#ICL-ADVL> @#ICL<ADVL @#FS-ADVL> @#FS-<ADVL @#AS-ADVL> @#AS-<ADVL

Unbound utterance level constituents

@NPHR =isolated nominal expression, @ADVL =isolated adverbial expression, @VOK =vocative

@NPHR [N PROP ADJ PCP SPEC DET]
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@ADVL [N-temp ADV PRP #ICL #FS #AS]
@VOK [PROP, <poss 1S> + N]

cp. @#ICL-ADVL @#FS-ADVL @#AS-ADVL

Argument or modifier adjectsin NP

@>N =prenominal adject (modifier), @N< =postnominal adject (modifier or argument), @APP
=apposition, @N<PRED =postnominal nexus predicative, @PRED =free (adject) predicative

@>N [DET A PCP ADV-focus|
@N< [N-attr PROP ADJ PCP DET-post PRP #CL #FS]
@APP [N-def PROP]
@<PRED [N-indef/attr ADJ PCP PRP]
< , after "com/sem
@N<PRED [ADJ PCP PRP GER, &fter "com/sem"]

cp. @#ICL-N< @#FS-N<

Argument or modifier adjectsin AP (including attributive participle clauses)

@>A =adverbial (intensifier) preadject, @A< =adverbial postadject (intensifier or argument),
@ADVL>A - @A<ADVL - @A<ADV - @A<PIV - @A<SC = "adjuncts’ and “arguments’ in
attributive post-nominal participle” clause” , @A<PASS =passive agent after attributive participle

@>A [ADV-intensifier ADV-focus]
@A< [PRP ADV-demais#AS]
@ADVL>A [ADV-temp/loc PRP-temp/loc]
@A<PASS [PRP-por]

@A<ADVL, @A<ADV [ADV-temp/loc PRP-temp/loc]
@A<PIV [PRP]

@A<SC [N ADJ]

cp. @HAS-A<

Argument or modifier adjectsin PP

@P< =argument of preposition, @>P =intensifier or focus modifier of PP

@P< [N PROP A PCP PERS-piv SPEC DET ADV-loc/temp #ICL #FS]
@>P [ADV-focus ADV-intensifier]

Argument of complementiser in averbal subclause

@AS< [N PROP A PCP PERS SPEC DET PRP#ICL]
cp. @HCL-AS<

Verb chain e ements
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@FAUX =finite auxiliary, @FMV =finite main verb, @IAUX =non-finite auxiliary, @MV =non-finite
main verb, @PRT-AUX< =auxiliary particlein verb chain

@FAUX [VFIN]

@FMV [VFIN]

@IAUX [INF GER PCP]
@IMV [INF GER PCP]
@PRT-AUX< [PRP K S-que]

Conjunctions

@CO =co-ordinator, @SUB =subordinator, @KOMP< =argument of comparative, @COM
=compar ative subordinator, @PRD = predicative subordinator

@CO [KC]

@suB [KS]

@KOMP< [PRP-de #FS #A 9]

@COM [KS-que/do=que ADV-como/quanto/qual DET-quanto/qual]
@PRD [ADV-como]

cp. @#FS-KOMP< @#AS-KOMP<

Finite subclauses

@#FS-SUBJ> @#FS-<SUBJ [KS ADV-interr SPEC-rel/interr DET-rel/interr]
@#FS-ACC> @#FS-<ACC [KS ADV-interr SPEC-rel/interr DET-rel/interr]
@#FS-ADV> @#FS-<ADV [ADV-rel DET-rel]

@#FS-<SC [KS ADV-interr SPEC-rel/interr DET-rel/interr]

@#HFS-P< [KS-que ADV-rel/interr SPEC-rel/interr DET-rel/interr]
@#FS-ADVL> @#FS-<ADVL [KSADV-re]

@#FS-N< [ADV-rel SPEC-rel]

@H#FS-KOMP< [KS-que/do=que ADV-como/quanto/qual DET-quanto/qual]

@#FS-S< “ sentence apposition” [ SPEC-que/o=que]

Non-finite subclauses

@#ICL-SUBJ> @#ICL-<SUBJ [INF]
@#ICL-ACC> @#ICL-<ACC [INF]
@#ICL-<SC [INF]
@#ICL-<OC [INF]
@#ICL-ADVL> @#ICL-<ADVL [INF GER PCP]
@#ICL-N< [INF]
@#ICL-P< [INF]

@# CL-AUX< “argument of auxiliary” [INF GER PCP]
@#ICL-AS< [GER PCP]

Averbal subclauses
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@H#AS-A< [ADV-re]

@H#AS-<ADV [ADV-rel]

@H#AS-KOMP< [KS-que/do=que ADV-como/quanto/qual DET-quanto/qual]
@#AS-ADVL> @H#AS-<ADVL [KS-app ADV-rel]
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3.9 Performance: M easuring correctness

3.9.1 Training texts

Working on "known" bench mark texts of 10-20.000 words, by constantly testing rule
performance on manualy introduced <Correct!> - markers, the Portuguese
morphological tagger (analyser and disambiguator together) can be geared to resolve
nearly all ambiguity while retaining a 99.9% correctness rate. For unknown texts,
results are obviously lower. Y et, performance on training texts is not irrelevant, since it
shows that the CG approach does not suffer from system immanent interference
problems to the same degree as, say, a probabilistic tagger based on a pure trigram
HMM, where (to my knowledge) even retraining and measuring on the same corpus
seldom yields more than 97% correctness, even for parts of speech.

Aiming at maximal precision, | have also worked on a larger, untagged text
(170.000 word from the Borba-Ramsey corpus) on both the morphological and syntactic
levels. Though it wasn't possible single-handedly to produce manually tagged
benchmark-corpora of that size, or to fully inspect the outcome of an automatic tagging
run, it still made sense automatically to extract and quantify surviving ambiquities after
tagging runs, since precision (defined as the percentage of surviving readings, that are
correct) can be approximated by minimising ambiguity, at least as long as intermittent
bench mark runs ensure that new rules discard few correct readings, and the ambiguity
percentage thus still remains high in comparison with the other factor in the precision
calculus, error frequency. With a PoS error rate of 1%, for instance, and 10% two-fold
ambiguity, precision would compute as 99/110 = 90%, and cutting ambiguity in half
(while retaining the same error rate) would entail a nearly equivalent improvement in
precision (99/105 =~ 94.3%). Surviving ambiguity, then, easily measured without manual
control on any text corpus, can be used as an approximate guide to how precision is
progressing during the grammar writing process. In contrast, recall (defined as the
percentage of correct readings, that survive disambiguation) has - in the absence of a
large tagged and proof-read Portuguese corpus for measuring - to be calculated
manually on smaller sample texts.

When forcing the parser into full disambiguation, where all words - with the
exception of the rare cases of true ambiguity - end up with one reading only, recall and
precision will obviously assume identical values, and one can regard the recall/precision
figure as a direct measure for the parser's performance, which is why | will henceforth
use the more general term correctness to mean recall/precision at 100%
disambiguation.

3.9.2 Test texts
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During the project period | have done some such correctness evaluation on unknown
texts, too. These test runs, while being fairly small, consistently suggest a correctness
rate of over 99% for morphology and part of speech, when analysing unknown
unrestricted text. For syntax the figures are 98% for classical literary prose (Eca de
Queiroz, "O tesouro") and 97% for the more inventive journalese of newspaper texts
(VEJA, 9.12.1992), as shown in table (1) below. At evaluation time, modifiers were
tagged for dependency (adnominal adjects @>N, @N< and adverbial adjects @>A,
@A), but no functional subdifferentiation (like @A<PASS or @N<PRED) had been
introduced. Of the 54 word/group function errors in the first test run, 13 concerned
modifiers and 11 involved adjuncts (@ADVL>, @<ADVL, @PRED>, @<PRED),
while nearly half (25) were mistaggings clause-level arguments (of verbs). In 3 cases
verbal function itself was misanalysed, and 2 errors concerned the argument of a
preposition (@P<).

(1) Correctness and error distribution for unknown prose fiction and news texts

Text: O tesouro VEJA1 VEJA 2
ca 2509 words ca 4809 words ca 3149 words
Error types: errors: correct- errors: correct- errors: correct-
ness ness ness
Part-of-speech errors 16 15 24
Base-form & inflexion errors 1 2 2
All morphological errors 175 99.3 % 175 99.7 % 265 99.2 %
syntactic: word/group function 54 118 101
syntactic: subclause function 10 11 13
All syntactic errors 64 97.4% 129) 97.3% 114] 964 %
"local" syntactic errors due to - 275 - 235 - 285
PoS/morphological errors
Purely syntactic errors 37! 985% 106! 97.8% 86! 97.3%

A contrasting run on another two whole articles with two different subjects (video
games and arts), did not yield much topic dependent variation in the error rates:

(2) Correctness and error distribution for different news topics

Text: "VEJA" "VEJA" all
(videogames) (art)
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2412 words 1837 words 4249 words
Error types. errors | % correct errors | % correct errors | % correct
Mor phology (all) 29'  98.8% 71 99.6% 36 99.2%
unknown English -10 -1 -11
words in headlines -3 ! -0 ! -3 !
M or phology (pure) 16:  99.3% 6:  99.7% 221 995%
syntax (all) 66 97.3% 46!  97.5% 112! 97.4%
syntax caused by -37 -7 44
morphol ogy ' '
Syntax (pure) 29!  98.8% 39! 97.9% 68! 98.4%
3.93 Text typeinterference and tag set complexity

However, a closer look at the texts involved reveals that the news texts are quite
different from the prose fiction example, both lexically and syntactically. First of all,
there is a rather high percentage of complex names (e.g. 'Massachussets Institute of
Technology'), abbreviations (‘MIT") and English loan words and vogue terms like ‘joy
stick’, 'bad boy' and the like. Thus a single word, console, which - used as an unknown
English noun ['video console] and not as a Portuguese verb ['to comfort] - is
responsible for athird (!) of all errorsin the video game text. Second, VEJA news texts
are - syntactically - very rich in free predicatives (typically information about persons,
institutions or abbreviations, like age, place, definition etc.) all acting as false
"argument candidates’ , as well as other types of parenthetical information, bracketing,
head lines and interfering "syntactically superfluous' finite verb forms in the form of
quotations, which all tend to blur the clause boundaries that otherwise would be
important structural information for the parser.

Still, none of the above problems are in principle intractable for the CG-
approach, and by providing for special features like these in the rule set (and Iexicon)
error rates can be reduced for any text type.

One might assume that errors are evenly spread throughout the text, which
would - for an average sentence length of 15 words - mean about one morphological
error in every tenth sentence, and a syntactic error in every third. However, this is not
true: for all text types, errors appear in clusters, obviously most morphological errors
also appear in the list of syntactic errors, and many syntactic errors interfere with
readings in their neighbourhood, due to rules that depend on clause boundary words,
uniqueness principle and so forth. Thus, a V-N word class error not only affects
syntactic mapping and disambiguation for the word in question, but can cause 2 or 3
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syntactic errors around it, by providing faulty disambiguation context. This clustering
tendency of syntactic errors is good news both for the overall robustness of the result
(there are many unaffected sentences, which are completely error free), and for the work
of the grammarian: mending the grammar at one point may remove a whole chan of
secondary interference errors. Likewise, when seen in isolation, - that is, when supplied
with error-free morphological input -, the syntactic parser on its own can yield even
better results. Thus, for VEJA newspaper texts, the correctness rate will rise by 0.5-1.0
%, to about 98%.

Also, when comparing the above correctness figures to the results of other
approaches, one has to bear in mind the complexity of the tag set and the information
content of the categories used. Thus, the attachment and functional information that my
parser provides for prepositional phrases (such as post-nominal adject @N< , post-
adjectival/adverbial adject @A<, adjunct adverbial @<ADVL, @ADVL>, adverbia
@ADVL, adverbial object @<ADV, @ADV>, prepositional object @<PIV, @PIV>,
subject complement @<SC, free predicative @<PRED, complementiser argument
@AS<) can potentially give rise to numerous errors, that would just not be visible if all
these tags were collapsed into a bare syntagmatical 'PP (prepositional phrase) or a
rudimentary "functional" '@ADVL' (adverbial). Thus, in the last two VEJA texts, error
pairs inside the PP-group account for 15 cases, or 22%, of the purely syntactic errors.
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3.10 Speech data tagging:
Probing the limits of robustness

3.10.1 Text/speech differencesin a CG perspective

In terms of test texts, the probably most difficult task for the parser has been a pilot
project on the tagging of transcribed speech data (Bick, 1998-2) from the NURC corpus
of Brazilian educated urban speech (Castilho, 1989). While the morphological/PoS
tagger module, with a success rate of around 99% even without additional rules, proved
guite robust in test runs on spoken language data, syntactic analysis fared somewhat
worse, with an initial correctness rate of 91-92% for the - rule-wise - unmodified system
(cp. 3.10.5).

In order to explain this discrepancy between morphological robustness and
syntactic failure, a number of hypotheses were formulated and subsequently put to the
test by changing the system’ s preprocessor module and CG rule set accordingly:

* In my parser, rules with mor phological targets mostly use a shorter context range
(group structure) than those with syntactic targets (cf. chapter 3.7.3). Thus, the
proportion of rules without and with unbounded contexts is 10 times as high for
rules targeting morphological tags than for syntactic targets, and 70-80% of all
syntactic rules stretch their context all the way to the sentence delimiters — making
these rules vulnerable to the speech specific absence or vagueness of such delimiters.

* Incomplete utterances tend to leave group structure intact more often than clause
structure, - at least if one doesn't count repetitional modifications/corrections of
prenominal modifiers (essas esses progressos, esta este caminho, da dos nomes),
where word class adjacency rules can often override agreement rules.

» Speech data lacks punctuation and has unclear sentence window borders, which is
especially bad for syntactic CG analysis which tends to use many unbounded context
restrictions (cp 1).

» Speech data is filled with ”syntactic noise”, repetitions and false starts of one- or
two-word chunks, as well as pause and phatic interjections (ahn, uh, eeh etc.).

3.10.2 Preprocessing tasks

In order to make these problems more accessible to Constraint Grammar rules, and to
improve syntactic performance, a preprocessor was designed with the specific goal of
establishing utterance or sentence boundary candidates and removing syntactic noise.
Its task areas are the following:
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1. Orthography and layout normalisation (character set, [ine numbers)
2. Repetitions and false starts (automatically commented out by $-signs)

mas e vo/ voluntaria né?
becomes: -->mas € <$vo/> voluntaria né?
entdo entdo vem tudo aquilo de cambulhada e iy einv im::POSo sobre nos
becomes:--> entdo <$entdo> vem tudo aquilo de cambulhada e <$iny/> <$e>
<$im/> <stress> imposto sobre nds

3. Phonetics

* Vowel length markers are removed, e.g. u::ma pessoa --> uma pessoa
* In-word stress marking is commented out, e.g. esnoBAR --> <stress> esnobar

4. Introducing “dishesion marker candidates’ (eee)

* Due to a complete lack of full stops, colons and commas (only question marks [?] and
turn taking [] are used), other means of marking syntactic windows become necessary,
and strings like ‘...’, ‘eh’, ‘é’, ‘() are marked as “dishesion elements’, as well as
quotes if they enclose more than 1 word. Dishesion marker candidates are subsequently
mapped as

a) <break> (major syntactic break, clause or sentence boundary)
* <break> markers can be used by the CG rules to establish maximal group size or
valency scope; e.g., <break> should not occur between a premodifier and its head, or
between main verb and direct object.

b) <pause> (non-word hesitation/pause marker)
* <pause> markers are not allowed to break up group og clause continuity.

The preprocessor also performs a certain degree of dishesion marker disambiguation
(leaving part of the job to the CG rules proper which are better at handling complex
contexts). To this end, the following (very local) rules are employed:

a) “xxx” --> eee XxX eee --> <pause> xxXx <pause>
If asingle word is surrounded by dishesion markers, these are treated as <pause>

b) eee () que/quando/embora ... --> <pause>
If adishesion marker isfollowed by a conjunction or relative, possibly with an interfering
coordinator, it is treated as <pause>.

¢) que/quando/embora ... eee --> <pause>
If adishesion marker is preceded by a conjunction or relative, it is treated as <pause>

d) eee + PRP --> <pause>
If adishesion marker isfollowed by certain prepositions (de, em, com, sem, por), it isto be
treated as <pause>

€) PRP/det + eee + NON-art/dem --> <pause>
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If adishesion marker is preceded by a preposition or a determiner (or afused
presposition+determiner), it isto be treated as <pause>, unlessit is directly followed by an article or
demonstrative (in which case the <pause>/<break> ambiguity is retained)

3.10.3 Grammar tasks

The next adaptation effort concerned the CG rule grammar as such, where dishesion
marker candidates had to be integrated in those tag sets that denote possible syntactic
breaking points. The PAUSE set, for example, includes not only the dishesion marker,
but only certain interjections:

LIST PAUSE = "uhn" "ahn" "eh" "eee" <pause> <break> IN ;

The <break> tag is useful in NON-sets since these are often used in BARRIER
conditions in CG-rules, baring group attachment, for instance:

LIST NON-NP = PERS SPEC ADV VFIN INF PRP KS KC <rel> <interr>
"<$\>" <break> >>> <<< ;

On the sentence level, <break> is a potential clause boundary marker, the same way
certain complementizers, comma and hyphen are:

LIST CLB = KS<interr> <rel> "<$\,>" "<$->" KOMMA <break> ;

Also, rules had to be crafted for further disambiguation of cohesion markers, deciding
whether to treat them as breaks denoting “sentence” window borders, or just as pauses
embedded in the syntactic flow of speech.

For instance, dishesion markers are not <break> (but <pause>) if they intervene:

(@) between a*“name bearer” and itsname: o rel $$ Alfonso

(b) between anoun and the preposition ‘de’: pai $$ de muitos filhos

(c) between an intensifier and an attribute: uma maneira um pouco $$ calcada

(d) between anoun and a potential postmodifier or object complement of the same
gender and number: estou vendo a TV evidentemente $$ muito presa a ...

(e) between atransitive main verb and its direct object.

These cases trand ate into the following CG-rules, where rule (a) relates to example (a)
efc.:

(@) REMOVE (<break>) (-1 (<+n>)) (1 <*>)

(b’) REMOVE (<break>) (-1 N) (1 PRP-DE)

(c') REMOVE (<break>) (-1 <quant>) (1 ATTR/<attr>)

(d') REMOVE (<break>) (*-1 NFP BARRIER ALLUPAUSE/ADV) (*1 ATTR-FP
BARRIER ALLUPAUSE/ADV)

(¢') REMOVE (<break>) (-1C @MV LINK 0 <vt>) (*1C @<ACC BARRIER
@NON->N)
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Of course, the use of dishesion markers and their introduction in NON-sets and CLB-
sets, has to be balanced between the advantages of providing better defined analysis
windows, and the draw-backs of disallowing many long range rule contexts that have
BARRIER conditionsinvolving CLB-items and NON-sets.

While disambiguated dishesion markers help to establish the kind of “syntactic
chunking” essential to any CG grammar, a number of specific speech data problems
remained to be treated directly by rule additions or rule changes.

a) Premodifier clashes (da dos)

In a simple correctional article clash (‘comeu a 0 bolo’) both articles will receive the
@>N (premodifier) tag, but in more complex cases there may be problems, for instance,
where a preposition is repeated as well. Here, the first determiner will be analysed as
@P< (argument of preposition).

eu nd  estou agora por dentro de a de os nomes sabe ?
SUBJ> ADVL> FMV ADVL> <SC P< A< P< N< >N P< FMV

b) “Faulty” noun phrases. stranded premodifiers in incomplete np’'s and
agreement errors

In the parser’s output, stranded premodifiers (here: ‘um, uma’) tend to assume np-head
function in a syntactic parse, which may seem odd, but is hard to avoid, and may well
be the logical solution - after all, in a word-based tagger/parser there are no zero
constituents, and every function has to be attached somewhere.

Another np-problem for the syntactic section of the parser is the risk of a long
distance between head and modifier resulting in agreement lapses as in the gender clash
below (‘codificagdo nada normativo’). Also this variation is probably more commen in
speech than in text.

(i)
e $e ndo havendo uma codificagdo ndo  $pause
CO ADVL> IMV >N <ACC ADVL>

ICL-ADVL>

$break $eee um uma $pause nada normativo
<ACC <ACC >A N<

In the speech data in question, agreement failure (here SG - PL) does occur in adjacent
position, too. The examples are taken from a transscription where the speaker (a
lecturerer) admitted to being nervous on being taped

(if)
a demanda de moeda por transacdo SPpause € $paus
e
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>N SUBJ> N<  P< N< P< FMV

principal motivo por  os=quais as pessoas $paus retém  moeda

e
>N <SC ADVL> P< >N  SUBJ}> FMV <ACC
FS-N<
(i)
nos podemo resumir issO em um exemplinhos  numérico
S
<ADVL >N P< N<

c) Difficultiesin identifying subjects:

Consider the following example, where three subject tags have to be found and tolerated
in the same speech chunk without clear clause boundaries:televisao, ela, telespectador:

porgue a televishio  sendo estatal ela € muito  $stress
SUB >N SUBJ> IMV <SC SUBJ> FMV >A
FS<ADVL ICL-<ADVL

uniformizada $pause $break ndo ha espectaculo diversificados o

S
<SC ADVL> FMV <ACC N< >N

telespectador  $pause S$break o fica sempre $pause preso

SUBJ> ACC> FMV <ADVL <SC
<ACC

a filmes ou a $a conferéncias

A<PIV P< CcO <PV P<

Here, ‘ela’ is semantically anaphoric to ‘televisdo’, which syntactically belongs to its
own non-finite subclause. ‘telespectador’ lacks a sentence/analysis window marker
(before its article), which is why function has not been fully disambiguated in this
case.'0’ before the main verb ‘fica’ might be part of yet another subject candidate with
only its article left, but since the grammar strongly disallows adjacency of articles and
finite verbs, ‘0’ is treated as a personal pronoun in the accusative. ‘0’ does not bear any
meaning in this sentence, and would be ignored by a human listener, but once uttered
and transscribed, the word has to be handled in the grammar one way or another.

d) Synatctic speaker interaction and overlap in multi-speaker data

In a notation that uses only one time line, utterances of speaker S2 may syntactically
“cut” an utterance of speaker S1. Also, speakers S1 and S2 may interact syntactically,
finishing each others groups or clauses. In the example, ‘adequado’ (S1) is subject
complement (SC) for ‘esta (S2), ‘perfeitamente (S2) is premodifier (>N) for
‘adequado’ (S1):
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R para aquele ... esta perfeitamente ...
Sl adequado
S adeQUAdO:: do ... € muito maisinteressante ... € uma

[
L10

L2 grande oportunidade para os nossos artistas ndo é ?
L1 isso émuito bom:: eh:: eain/ e:: e a novela puxa o disco porque parece que na vendagem dos
discos eles sao muito ... requisitados esses discos de novelas né ?

This last problem can only be addressed superficially by altering the CG rules set. A
thorough solution would probably have to involve a harmonisation of transcription
conventions and the CG formalism.

3.10.4 Positive side effects: Robustness

As also discussed in chapter 4, CG’s flat dependency analysis is quite robust, and as a
“side effect” often nicely handles unclear clause/sentence boundaries or nested
sentences, both of which are frequent in speech data. Consider the 5 main verbs in the
following comma- and coordinator-free sentence:

e é uma grande atriz $break  entdo choca demais $paus Sbreak

e
CO FMV >N >N <SC ADVL> FMV <ACC
aquela paulist $stress quatrocentona que €ele faz bem $stress
a
>N <SUBJ N< ACC> SUBJ>> FMV >A
FS-N<

grifado $break adias de uma maneira um=pouco $pause calcada
<0C ADVL> ADVL> >N P< >A N<
demais porque esse tipo acho que ja se diluiu
A< SUB >N SUBJ> FMV SUB ADVL> ACC> FMV

FS<ACC

nem existe mas $pause mas

<ADVL FMV <ADVL CO

Even double main verb constructions'® without any sensible traditional syntactic
analysis, and breaches of the uniqueness principle are tolerated fairly well by the CG-
grammar:

$break isto é levava a um tipo de vida némade
SUBJ> FMV FMV <PIV >N P< N<  P< N<

125 One possible integral analysis of the example given makes ‘€ not a main verb, but a focus marker particle.
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Where all goes well, the system tolerates overlapping clauses with double unco-
ordinated subjects and a shared direct object, as well as - to a certain degree - complex
and interrupted np’ s and np-modifiers (boxes):

problems:
papai NM S @SUBJ>
mesmo DET M S @N<
tem V PR 3SIND @FMV obligatorily transitive verb without direct object
em PRP @<ADVL
(05 DET M P @>N
<$nos>
livros NM P @P<
de <sam-> PRP @N<
ee<-sam> PERS M 3SNOM/PIV @P<
ee PERSM 3SNOM/PIV @SUBJ> 2 subjects without co- or subordination
tem V PR 3SIND @FMV 2 main verbs without co- or subordination
muitas DET FP @>N
expressoes N FP@<ACC direct object serving verbsin 2 clauses
$pause
completamente ADV @>A
caidas V PCPF P @N< heavy postnominal with adjunct and argument
em=desuso VPP @A<PIV
e KC @CO
portuguesas N FP @<ACC?? less heavy postnominal after heavy postnominal
e KC @CO
<$por/>
e KC @CO
$pause
de PRP @SC> @N< very distant pp-postnominal with false start
portugués NM S @P<
cléssico ADJM S @N<
nao ADV @ADVL>
é V PR 3SIND @FMV finite clause without clause boundary item
$?

3.10.5 Evaluation

A quantitative comparison of the two versions of the parser (before and after adaptation
to speech data) yielded the following results, with correctness defined as recall at near
100% disambiguation, counting both false tags, missing tags and false ambiguity as
errors.
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Parser performance on speech data (befor e/after grammar adaptation)

(NURC [norma lingtiistica urbana culta] , S&o Paulo)

data sample samplesize | morphological | syntactic
correctness | correctness

2 speaker dialogue 2810 words 99.2 % 95.7 %

(topic: cinema, television, actors)

females, 60 yrs (journalist - writer)

secondary school teaching 2080 words 99.5 % 96.3 %

monologue (history), female 36 yrs

university teaching monologue 1600 words 99.0 % 95.4 %

(economics), male 31 yrs

unadapted parser speech baseline: | 1100 words 98.9 % 92.6 %

2 speaker dialogue (same as above)

analysed with unmodified grammar

written text parser base line: - 98.8-99.7% | 96.4-97.4 %

typical performance on VEJA texts

(cp. 3.9.2)

Providing for some incertainty due to the relatively small size of the individual test
sample, the above performance table seems to indicate that the unadapted CG parser,
though originally designed for written Portuguese, was able to more or less maintain its
performance on speech data morphology (word class etc.), while error rates tripled for
speech data syntax..

Judging from the effectiveness of according rule changes and preprocessing in
the adapted parser, one can conclude that at least one of the reasons for this
considerable difference between morphological and syntactic robustness resides in the
fact that the disambiguation of morphological ambiguity involves mostly short range
group context that isleft intact even in the grammatically often incomplete utterances of
spoken language, while rule based syntactic analysis depends on long range context
patterns, working less than perfect without a clear sentence window, without full
complementation of obligatory valency, and with breaches of the uniqueness principle.
The hypothesis was tested by tagging - through a preprocessor module - what | call
dishesion markers (“...”, “eh” etc.) in the corpus as both <pause> and <break> for later
disambiguation, thus introducing “sentence boundary” candidates, which may be
disambiguated by either crude word form context or elaborate long range CG rules.
Once disambiguated, the <break> markers provide more “traditional” syntactic window
delimiters for the system’s Constraint Grammar, considerably improving syntactic tag
recall. Examples where modification of the syntactic rules as such proved necessary are
violations of the uniqueness principle due to iterations or modified (“corrected”)
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iterations, or cases, where one speaker complements the valency pattern of a syntactic
unit uttered by another speaker. Especially problematic are clashes, where a speaker
strands dependents without their heads (for instance, subjects without a verb, or a
premodifier without its nominal head) and departs on a new syntactic path.

All in all, the preliminary quantitative results suggest that break markers and rule
modifications can narrow the gap between the parser ‘s performance on written and
spoken Portuguese, respectively, to a few percentage points (i.e. 95-96% correctness)
for syntax and nearly eliminate it for part of speech tagging.
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4

The syntactic level:
A dependency description of Portuguese

4.1 Flat functional dependency grammar

4.1.1 Dependency markers and function tags.
Syntactic form and function

In its essence, CG embraces a robust disambiguating philosophy, which does not build a
specific sentence structure, but carves away what cannot be part of any structure. That
way neither the carving method (rule system) nor the carving tools (rule compilers) are
determined by the Constraint Grammar idea as such. And even less the finished
sculpture. Every carpenter is free to apply his own beauty ideals. Or isn't he? Which
kind of Constraint Grammar should he choose?

Historically, CG has its roots in morphologica analysis, most systems run with a
two-level morphological analyser (TWOL) as preprocessor, and focus on morphological
features and parts of speech. Therefore, information is traditionally word-bound and
coded as tags (to be attached to words). “Flat” grammar is a natural consequence of this,
and my parser, too, makes use of a"flat" representation of syntactic structure.

The description contains information about both syntactic function (e.g.,
arguments like @SUBJ, @ACC) and constituent structure (syntactic form). The latter is
expressed by so-called dependency markers (<, >) which point towards the head of the
syntactic unit concerned, assembling the constituent into a coherent whole, with implicit
constituent borders. Where the head is not the main verb, it will be marked at the arrow
point (e.g., N for nomina head, A for adject-head™"). If there is a function tag (e.g.,
@<SUBJ, @ADVL>, @N<PRED), the dependency marker arrow's base will be
attached to that tag. Otherwise, where function is implied directly by modifier status,
the dependency marker base isleft tag-less (e.g. @>N for [modifier-] prenominals).

(5) Temos [ter] <vt>V PR 1P IND VFIN @FMV
em [em] <sam-> PRP @<ADVL
este [este] <-sam><dem>DET M S @>N
pais [pais] <top>N M S @P<
uns [um] <art>DET P S @>N

27 1n this terminology, adject heads are the nuclei of Aps (adjective phrases) or ADV Ps (adverb phrases). Attributively used
participles are included in the adject class, too.
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castelos [castelho] <hus> N M P @<ACC
muito [muito] <quant> ADV @>A
velhos [velho] ADIM P @N<

This way each word needs only "remember" its own immediate "upward"
dependency relation (i.e. what the word itself is dependent of), and all of a sentence's
syntactic structure can be described locally (in the form of word bound tags), - asin a
mobile, where every thread (only) "knows' exactly 2 of the mobile's many moving
parts. at one end the bar it is attached to (the head to which a dependency marker
points), and at the other the object (or bar) which it holds (the dependent, from which
the dependency marker points away). It is enough to note for every piece in the mobile
to which other piece it attaches, and one will be able to cut the whole thing into pieces,
store it in a shoe box, and reassemble it next Christmas, - without losing structural

information'?®,

While the mobile metaphor nicely captures the high degree of constituent order
mobility in Portuguese sentences, a two-dimensional shadow projection of the mobile
would yield "frozen" (dependency-) tree diagrams for individual sentences, and the
description should ultimately contain all the structural information needed to draw PSG-
like syntactic trees, too (cp. 4.6.3).

In (5), muito is located far down in the mobile, but it “knows’ its ‘adverbial-
adject- (@>A) thread-link’ to velho. Thisin turn is attached leftward as a 'postnominal’
(@NK) to castelo. Castelo , itself, knows that it is direct object (@<ACC) of a'main
verb' to the left (<), temos, which functions as root in the dependendy mobile.

Without special dependency links, such aflat description works fine only as long
as individual words bear al of a syntactic unit's functional burden. The description may
well get into trouble when more complex dependency relations are involved. Thus, a
CG-description without subclause-[function]-tags is bound to suffer from shortcomings
like the following:

» 1. Clause boundary markers (or their rule context equivalents) are not hierarchically
motivated, so there may be problems with unclear clause continuation after, e.g.,
centre embedded relative clauses.

o 2. Certain valency features may be left “unsatisfied”, e.g. missing subjects in
English (‘Visiting the Louvre was not his only reason for coming to Paris'), or
missing accusative objects (‘that/que/at’ -clauses after “cognitive” verbs).

« 3. Surplus arguments due to unclear clause level resolution, like in ‘O perigo de os
inimigos atacarem a noite era imanente.’, where both perigo and inimigos are

128 The idea to both mark and process structural information locally (at the word level), is at the very heart of CG's syntactic
philosophy, and | will discuss below some of the advantages (and draw backs) of such a "flat" description, hopefully
showing how even more complex dependencies (subclauses etc.) can be handled this way.
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subjects, but the second subject can only be fully structuralised by attaching its main
verb (atacarem) as clausal infinitive argument to the preceding preposition (de).
* 4. Reduced information content as compared to tree structures (cp. above).

| believe that, by distinguishing between CG as a disambiguation technique, on the one
hand, and the descriptional system to be carved, on the other hand, some kind of flat
representation can be designed that is functionally equivalent to tree structures, and can
express argument and valency structuresin a hierarchical way.

My approach has been (a) to add attachment direction markers to all argument
tags, and (b) to apply double tags to the central linking word in subclauses, - that is, to
the “complementiser” (subordinating conjunction, relative or interrogative) in finite and
averbal subclauses, and to the infinitive, gerund or participle in non-finite subclauses'®.
These words, then, bear both an “internal” tag (@...) which describes their function
inside the subclause, and an “external” tag (@#...), that describes the function of the
subclause as a whole when integrated into the next higher level in the clause hierarchy
of the sentence. Technically, the disambiguation process works on two lists of @- and
@#-tags, respectively, so that internal and external function tags can be treated
individually.

(6) Sabe [saber] <vg>V PR 3SIND @FMV
que [quel KS @#FS<ACC @SUB
0S [o] <art>DET M P @>N
problemas [problema] N M P @SuUBJ>
=) [ser] <vK>V PR 3PIND @FMV
graves [grave] ADIM/F P @<SC

[@FMV = finite main verb, @#FS-<ACC = finite subclause, functioning as direct (accusative) object attached to a main
verb to the left, @SUB = subordinator, @>N = prenominal modifier, @SUBJ> = subject for amain verb to the right, @<SC
= subject complement for a (copula) verb to the left, V = verb, KS = subordinating conjunction, DET = determiner, N =
noun, ADJ = adjective, PR = present tense, IND = indicative, 3S = third person singular, 3P = third person plural, M = male,
F =female, S=singular, P = plural, <art> = article, <vg> = cognitive verb, <vK> = copula verb]

Let's look at a more complex example: O baque foi atenuado pelo fato de sua mulher
ter um emprego que garante as despesas basicas da familia. The analysis in (7)
explains how dependency relations can assemble a sentence's building bricks into
hierarchical structure. The boxes mark (from the outside in) the main clause, a passive

complement, a non-finite subclause (functioning as preposition-argument) and a finite

129 Another method for functional tagging of subclauses is described by Voutilainen (1994). Here it is the main verb, that
bears the subclause's tag (...@), while dependency relations are made more explicit by introducing markers for subclause
borders, and by distinguishing between arguments of finite and non-finite main verbs, respectively. Tapanainen (1997) has
developed a dependency grammar proper, which is built upon a CG-based morphological disambiguation. Here, heads and
dependents are linked by identifier numbers on the tag line.

- 202 -



subclause (functioning as postnominal attributive). NPs are shaded, and the syntactic
macrostructure is shown to the | eft.
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(")

SUBJ 0 [0] <art>DET M S @>N 'the
bague [baque] <cP> N M S @SUBJ> fall'
VP foi [ser] <x+PCP>V PS3SIND VFIN @FAUX ‘was
atenuado [atenuar]<vt><sN>V PCPMS @I MV @#l CL-AUX<'buffered’
PP-PASS por [por] <sam-> <+INF> <PCP+> PRP @<PASS 'by’
P< o] [0] <-sam> <art>DET M S @>N ‘the’
fato [fato] <ac> <+de+tINF> N M S @P< ‘fact’
PP-N< de [de] PRP @N< ‘of’
SUBJ sua [seu] <poss 3S/P> DET F S @>N ‘his
mulher  [mulher] <H>N F S @SUBJ> ‘wif¢€
VP& ICL-P< ter [ter] <vt> <sH>V INF 0/1/3S @IMV @#l CL-P< ‘having’
ACC um [um] <quant2> <arti>DET M S@>N ‘&
emprego [emprego] <stil><ac>N M S @<ACC ‘job’
SUBJ& FSN< que [que] <rel> SPEC M/F S/IP @SUBJ> @#FS-N< ‘that’
garante  [garantir]<vt><v-cog>V PR 3SIND VFIN @FM V' guarantees
ACC as [a] <art> DET FP @>N ‘the
despesas [despesal <ac> N F P @<ACC ‘expenses
basicas [béasico] <jn> ADJF P @N< ‘basic’
PP-N< de [de] <sam-> PRP @N< ‘of’
P< a [a<—sam><art>DET F S@>N-‘the’
familia  [familia] <HH> N F S @P< ‘family’

[@>N =prenomina modifier, @SUBJ> =subject (of verbal constituent to the right), @FAUX =finite auxiliary (head of the
verb chain), @MV =non-finite main verb, @AUX< =argument of auxiliary, @<PASS =passive agent, @P< =argument of
preposition, @<ACC =direct (accusative) object (of main verb to the left), @N< =postnominal modifier, @FMV =finite

main verb]

The word chain below shows how a dependency grammar "upward attachment
sequence” can be constructed by moving from the lowest level (here the article a) to the
highest level, the verb chain in the finite main clause (*>' means "attaches to", a colon

means "makes"):

finite relative subclause, postnominal modifier
non-finite (infinitive) subclause, argument of preposition
preposition phrase, agent of passive adjunct
finite main clause
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a > familiaNP > de:PP > despesas:NP > garante:FS > emprego:NP > ter:ICL >
de:PP > fato:NP > por:PP > atenuado:ICL > foi:S

[NP =noun phrase, PP =prepositional phrase, FS =finite subclause, |CL =non-finite subclause, S =main clause]
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4.1.2 Dependency relation types. Clause and group structure

In my dependency notation the following attachment rules are implied for attachment
markers (< = head to the left, > = head to the right):

e Clause arguments, e.g. @SUBJ>, @<ACC, @<SC, @#FS-<ACC, attach to the
nearest @MV to theleft (<) or right (>).**

e Adnominal adjects, @>N, @N<, including clausal ones (like @# CL-N<, @#FS
N<), attach to the nearest NP-head (i.e. a N PROP ADJ DET or INF, that is not an
adnominal itself). SPEC and PERS allow only post-adnominal adjects. @>N may
point to an NP-head, that functions as an adverbial adject [adverbia modifier], i.e. is
not itself an adnominal adject):um @>N professor @NPHR um @>N tanto @A
iconoclasta @NK<.

» Adverbia adjects, @>A, @A<, including clausal ones (like @#ICL-A<, @#FS-A<),
attach to the nearest ADJ PCP ADV or N-<attr>.

» "Forward" free predicatives, @PRED> refer to the following @SUBJ>, even when
incorporated in the VP. "Backward" free predicatives, @<PRED, refer to the nearest
NP-head to the left, or to the nearest @SUBJ to the left. In the first case @<PRED
functions a group level modifier, in the second it is a clause level adjunct.

» Appositions, @APP, attach to the preceding NP-head.

 Verb chain arguments of auxiliaries are marked @#CL-AUX<, and refer to the
nearest auxiliary to the left. Mediating prepositions in verb chains are tagged @PRT-
AUXK<, aso referring to the closest auxiliary to the left. The rightmost part of a verb
chan is the main verb (@IMV @#CL-AUX<). Intermediat auxiliaries are
themselves tagged as verb chain argument (@IAUX @#ICL-AUX<). The leftmost
auxiliary isthe verb chain head (@FAUX or @IAUX).

In the following, | want to distinguish (a) between clause and group level constituents,
and (b) between valency bound arguments and free constituents at these levels. Group
level constituents will be called adjects, independent of their valency status, while at the
clause level valency bound constituents will be called arguments, and free constituents

30 In terms of agreement, it would make sense to have subjects attach to the first (finite) verb in the verb chain, - main verb
or not. Thus, a finite auxiliary would have two arguments, (a) the subject and (b) its auxiliary argument, the latter consisting
of a non-finite subclause comprising all the other constituents of the sentence, centered around the non-finite main verb.
Semantically, however, even the subject is till subject to the selection restrictions of the main verb, and in a Portuguese
grammar alowing cfor omplex heads, the whole verb chain could well be regarded as one constituent (the predicator)
functioning as head of both the subject and all other arguments. However, the flat Constraint Grammar dependency notation
as such does not force this distinction, leaving it to grammatical add-on filters (e.g. 7.2 and 4.6.3).
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adjuncts. By combination of (a) and (b) 4 main types of constituent structures result,
exemplified in table (1), and then discussed individually.
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(1) Table: Constituent structuretypes

a) clause b) group c) clause adjuncts |d) group modifiers
arguments arguments (freeclause (free adjects)

(bound clause | (bound adjects) |constituents)
constituents)

valency valency bound valency bound not valency bound | not valency bound
unigueness valid (unless co- |valid (unlessco- |not valid not valid
principle* ordinated) ordinated)

focus by possible impossible possible impossible
extraposition

(clefting)

a) Clause, argument structure:

Argument Head Argument
Jodo PROP @SUBJ> |come V VFIN <vt> @FMV  |carne N @<ACC
Jo&o eats meat.
|quer V VFIN <x> @FAUX  |jogar V INF @# CL-AUX<
[He/she] wants to play

b) Group, argument structure:

Argument Head Argument

[rico ADJ<+em> @N</<SC |em PRP @A< ouro N @P<

rich in gold

Dependency relations are, in the case of arguments, marked at upper “end” of the strings
of the mobile: The dependency head word bears a valency marker; a tag like <vt>
(‘'monotransitive verb'), for instance, "expects' a direct object (@ACC) somewhere in
the clause™. Rico em ouro is an example of how the description handles cases with
several hierarchical levels. the preposition em functions as head in a PP (which is

B! The principle says that within one clause or group, there must not - without co-ordination - be more than one argument
with the same syntactic function. For example, the main verb in a clause may not govern more than one direct object. The
uniqueness principle holds explicitely for arguments, and can not be applied to other - free - constituents (here called
adjuncts).

32 1n a purely syntactic context, however, valency markers are regarded as secondary, in contrast to the primary @-tags, and
aword can boast along list of (potential) valency markers, and still be syntactically unambiguous, with only one @-tag. It is
only the @-tags that have to be disambiguated at the syntactic level. Still, disambiguation of valency markers can be very
useful at a higher level of analysis, where the objective is polysemy resolution (cp. 6.2.3).
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complemented by the @P< mark on ouro), while at the same time itself playing the role
of argument (here @A<) for the AP's head rico (marked for this valency trait with
<+em>).

In contrast to English or Danish, a pronomina subject can in Portuguese be
incorporated into the finite verb (e.g. quer jogar), and must therefore be described not
as clause constituent, but as (optional and valency bound) constituent of a "wider VP".
One could say that the Portuguese clause does not consist of two equal constituents,
subject and predicate, but of a head (the "smaller VP" or verb chain) and argument or
adjunct dependents, among them the subject.

¢) Clause, adjunct structure:

Adjunct Head Adjunct
Ontem ADV @ADVL> ele PERS @SUBJ> muito ADV @>A
veio V VFIN <ve> @FMV tarde ADV @<ADVL
Y esterday he came very late.
Zangada PCP @PRED>, |3a|'u V VFIN @FMV |sozi nha ADJ @<PRED
Annoyed [she] left alone.

Free adjuncts are not valency bound, and dependency is therefore only marked at the
dependent: adjunct-adverbials (@ADVL™®) point towards the main verb, and free
(adjunct-) predicatives point towards a nominal group (often, but not always, the
subject, which again can be incorporated into the finite verb).

d) Group, modifier structure:

Prenominal Head Postnominal
modifier adject modifier adject
O DET <art> @>N poeta NM S fluminense ADJ @N<
grande ADJ @>N

The big poet from Rio.
|caro ADIJM S | demais ADV @A<
expensive too [expensive]

mais ADV <quant> @>A linteressado PCPM S |

more interested

Modifiers are those dependents that have the closest link to the group head, and one
might argue that a modifier's syntactic function is exactly, and only, this - modifying.

133 valency bound circumstantial adverbials (both adverbs and PPs) are tagged as @ADV (adverbial object), like also
nomina arguments of time, place and quantity. PPs, that cannot be replaced by simplex adverbs, are tagged @PIV
(prepositional object).
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Any further, more detailed, syntactic function (attributive, quantifier etc.) is already
obvious from the word’s word class tag™* and its lexeme specific semantic traits. This
iIs why | have decided to abide by "mere" dependency marking, i.e. not to add a
functional tag at the base side of my dependency marker arrows.

134 One could say that even certain group types can be defined in terms of modifier word class rather than head word class.
Thus, while prepositions both head and define PP’s, | find it more modifier based definitions attractive for NP's (which can
be definded as article or DEP allowing groups), and AP's (the traditional adjective or adverb groups, which can be defined

as intensifier allowing groups). This way ‘os ricos and ‘o fazermos nada’ become NFP's, despite being headed by an
adjective and an infinitive, respectively.

- 210 -



4.1.3 The clause: Arguments and adjuncts

@SUBJ> @<SUBJ subject

@ACC> @<ACC  accusative (direct) object

@DAT> @<DAT  dative (indirect) object (only pronominal)
@PIV> @<PIV prepositional (indirect) object

@ADV> @<ADV  adverbial object (place, time, duration, quantity)

@SC> @<SC subject predicative complement

@OC> @<0C object predicative complement

@ADVL> @<ADVL adjunct (free) adverbial

@PRED> “free” (subject) predicative adjunct

@<PRED “free” predicative (subject) adjunct or predicative post-adject

All above clause arguments [ @SUBJ, @ACC, @DAT, @PIV, @ADV, @SC, @OC] and the
adverbial complements [ @ADVL] attach to the nearest main verb to the left [<] or right [>].
@PRED has dependency attachment to the main verb and its subject (clause level), or to the
closest nominal head to the left (group level adject @<PRED)

@ADVL stray adverbial (in non-sentence expression)
@NPHR stray noun phrase (in non-sentence expression without a top node verb)
@VOK “vocative” (e.g. “free” addressing proper noun in direct speech)
@S< sentence apposition (‘ ndo venceu 0 que muito o contrariou’)
@CO co-ordinating conjunction
@SUB subordinating conjunction
head arguments adjuncts
VP @MV main verb @SUBJ subject @ADVL adverbial
@ACC direct object (time, place, quantity, quality,
(themain verb canbe | adorar ACC manner)
a) finite[@FMV], or | @DAT indirect object na Franca,
b) non-finite[@IMV], | |he dou um presente cada dia,
i.e. INF, PCP, GER, | @PIV prepositive atenciosamente
when (prepositional object) @PRED free predicative
bl) part of averb gostar de + NP, nadava nua
chain (formally a contar com + NP
complex VP-head), @ADV adverbial object
@#AUX< efter morar ADV
@AUX, or @SC subject complement
b2) head in anon- ser/estar/parecer SC
finite subclause @OC object complement
[@#ICL]) achar alg. OC

As | have tried to define word classes by purely morphological criteria (avoiding syntax
wherever possible), | will now try and define my syntactic categories by formal and
syntagmatic criteria, avoiding semantics wherever possible. Parts of the following
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discussion are inspired by Perini (1989), who provides a detailed discussion of formally
defined syntactic categories for Portuguese.

First, clause level function can be distinguished from group level function by
135.

clefting™:

Foi um grande lobo que comeu amenina. (@SUBJ)
*Foi grande que um lobo comeu a menina. (@>N)

Next, we have to distinguish between (valency bound) arguments and (free) adjuncts,
which can be achieved by the predicate isolation test. When the predicate is replaced
with "dummy verbs’ like 'fazer’ (for non-ergative verbs) or 'acontecer’ (for ergative
verbs), predicate-internal arguments are covered, while adjuncts are not. Thus, only
adjuncts can be isolated and appear alongside the predicate dummy:

Pedro confiavana mulher. *O quefazianamulher? (argument-PIV)
Pedro dormiano carro. O quefiz no carro? (adjunct-ADVL)
A rainhamorreu em 1690. O que aconteceu em 16907 (adjunct-ADVL)

Subjects are not part of the predicate and pass the predicate isolation test with the
predicate-dummy 'fazer’ (1). They do fail it, however, with ’acontecer’, the reason
being that the ’acontecer’-dummy includes both predicate and subject. With ergative
verbs, the (patient) subject is part of the predicate, and consequently the test only
sounds "natural” with "acontecer’ — and fails (2a). It can, however, be forced with
"fazer’ even with ergative verbs (2b):

1 - Os romanos construiram casas altas.

O que os ramanos fizeram? - Construiram ..
2 - A rainhamorreu em 1690.

2a- *O gue arainha aconteceu?

2b - (?) O quearanhafiz?- Morreu ....

Perini (1989) suggests fronting as a test to distinguish between on the one hand object
complements (which he calls “predicatives’) and on the other hand subjects, subject

135 Constituents from subclauses can not normally be clefted on main clause level, and clefting can therefore be used to test
the "tightness” of a verb chain. Compare the following cleftings where ' no sertdo’ can be read either as where the city isto
be built (main clause attachment to the verb chain "V FIN + construir’) or as the place where the “wanting” /” suggesting” of
town-construction takes place (attachment to VFIN with ' construir’ isolated on subclause level):

Foi no sert&o que ia construir uma cidade.

Foi no sert&o que quis construir uma cidade.

Foi no sert&o que propds construir uma cidade.

Foi na sert@o que os viu construir uma cidade.
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complements, direct objects (the last two lumped together as “objects’) and free subject
predicatives (which he calls “attributes’). Of all clause level arguments discussed here,
OC isthe only one that can not be topicalised by fronting:

Os antigos (SUBJ) consideram este monte um lugar sagrado.
Este monte (ACC) os antigos consideram um lugar sagrado.
*Um lugar sagrado (OC) os antigos consideram este monte.
Sagrado (SC) nédo é mais, mas ato ainda.
In four cases, agreement can be used as a criterion for establishing a function category:

Constituent function Agreement base

SUBJ agrees with the predicator (number and person)
SC and PRED agree with the subject (number and gender)
oC agrees with the direct object (number and gender)

A constituent passes the agreement test if either (a) its inflexion agrees with the
agreement base concerned, or (b) it can be co-ordinated with a word or group that
features such agreement. Thus, exceptions like’ As guerras na Africa (SUBJ-plural) so
uma desgraca (SC-singular)’ can be made to work: 'As guerras na Africa sfo [eternas
(feminine plural) €] umadesgraca’.

In most traditional systems of syntax, case is interpreted as a function marker, and in
Romance languages, pronoun substitution is used to elicit case in the face of case-less
nouns and np-groups. | have made this case-relation explicit by using case-
abbreviations in some of my CG function tags. For @SUBJ and @ACC, pronoun
substitution seems to be a straightforward test. Subjects can be replaced by nominative
pronouns (ele, ela, eles, elas, eu ...), direct objects by pronouns in the accusative
(o/alog/as). Some @ACC, however, do not allow pronoun substitution:

Comeu 7 bolos. Os comeu.
Detesta lavar-se. ?0 detesta
Comeu peixe. *QO comeul.
Comeu bananas. * AS COmeu.

The problem in the examples with 'peixe and ’'bananas’ is that pronouns are referential,
while the word forms used are generic. 'lavar-se’ is problematic, since it is a non-
nominal object. In order to make substitution tests work in these and other cases, they
should be read as:

"If a constituent X can be (a) replaced with Y or (b) co-ordinated with a
constituent, that — on its own — could be substituted with Y.”
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Thus, we get "Comeu peixe/bananas [e 7 bolos]” and "Detesta [0 seu chefe €]
lavar-se”, where the np’'s in square brackets do allow pronomina substitution with
o/alog/as, and in the second case aso with a quem ('detesta ao chefe’), which is a
specia interrogative pronoun test for human (+HUM) direct objects (@ACC) and
dative objects (@DAT).

If @DAT is defined not as a dative pronoun, but as a constituent which can be
substituted by one, a pp introduced by the preposition 'a — or in some cases, 'para —
could qualify as a dative object. Likewise, some pp’s with 'a as a head and a +HUM
"body”, should qualify as @ACC, if replaceable by ’o/alog/as':

Deu o presente ao pai. (@PIV or @DAT)
N&o amamaisamim. (@PIV or @ACC)

Prepositional objects (@PIV) could then be defined as frontable pp-arguments
(predicate isolation test) that can not be replaced by a (any) pronoun, rather than simply
as frontable pp-arguments that cannot be replaced by adverbial pronouns.

Subject complements (@SC) can be replaced by 'o’, but no inflected forms are
allowed. Object complements cannot be replaced by 'o’, and in addition to non-
frontability and object agreement thisisathird formal criterion for distinguishing object
from subject complements:

Alexandra é muito linda (@SC), masasuairmanéo o (*a) (@SC) é.
Ela considera a oferta (@ACC) uma ofensa (@OC), mas 0 seu marido néo *o/a
(@0OC) considera a oferta (@ACC).

Both subject and object complements allow interrogative completion with (o) que, like
subject and objects, while free predicatives don’'t — they behave like (manner) adverbials
in this respect, selecting 'como’:

Ele parece doente. Ele parece o que? (@SC)

O consideraperigoso. O considera o que? (@OC)
Nadava nua Nadava como/* o que? (@PRED)
Nadava depressa. Nadava como/* o que? (@ADVL)

The pronoun substitution test can be applied to adverbials, too. It works fine for al
argument adverbials (@ADV) and many "heavy” adjunct adverbials (@ADVL).
"Assim’ covers manner adverbials, '1& space adverbials, 'entdo’ time adverbials, and
"tanto’ covers noun- or np-adverbials after transitive measuring verbs like ’custar’ and
"durar’. Ignoring verbal constituents, and postponing, for the moment, the definition of
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other adjunct adverbial subcategories, we can construct the following table of formal
definitions of clause level function:

test SUBJ | ACC [DAT|PIV| SC | OC | ADV |ADVL |PRED
clefting + + 0 + + + + +/-* +
predicate
isolation:
fazer + - - - - - - + +
acontecer| - - - - - - - +/-* -
fronting + + 0 + + - + +/-* +
agreement VFIN - - - | SUBJ| ACC - - SUBJ
pronoun elefela| ola 0 - | o/-a - assim | assim -
substitution etc. etc. | lhe (tal) | (ta) F etc.
(nomi- | (accu- | etc. entdo | -+
native) | sative) tanto™°
interrogative | oque | oque | - - |oque|loque| como | como | cOmo
completion gquem |aquem qua | ?qual | quando| etc. -
onde -*
quanto

There are, however, adverbials (or what | would like to call adverbials) that do not pass
the pronoun substitution test, and even those that do, don’t all behave in the same way
syntactically. Consider:

Provavel mente ele seqgunda-feira ndo foi ao banco de bicicleta.
ADVL-1 ADVL-2 ADVL-3ADV ADVL-4

[Probably he Monday didn’t go to thebank by bicycle]

In this sentence, only 'ao banco’ cannot be isolated from the predicate (*0 que fez ao
banco), therefore it is an argument (ADV). 'segunda-feira and 'de bicicleta are
"ordinary” time-place-manner adverbs that can be clefted, fronted and replaced by
(adverbial) pronouns. Still, there is adifference: First, adverbia 2 can replace 4, but not
vice versa — the syntagmatic position between subject and predicator is forbidden for

138 np-arguments after *durar’ [7 semanas], custar’ [7 dolares], or 'nadar’ [7 quildmetros] can be replaced by 'tanto’, but not
by 'alo/as/os’, which makes them adverbials (ADV in the case of "durer’ and 'custar’, ADVL in the case of "nadar’) rather
than direct objects.

37 The category of adjunct adverbial must be seen as opposed to both ADV and PIV. ADVL differs from both ADV and
PIV inthat it isn't valency bound to the verb (i.e. passes the predicate isolation test), but it covers both pp-constituents that
can be replaced by adverbs (assim, |4, tanto, asin ADV) and pp-constituents that cannot (pp’s that would be called PIV if
they failed the isolation test).
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type-4 adverbias. Second, adverbial 2 passes the predicate isolation test with both
"fazer’ and 'acontecer’, while adverbial 4 falsit with 'acontecer’:

O que fez/aconteceu segunda-feira? (type2)
O que fez/* aconteceu de bicicleta? (type 4)

The difference is that the 'acontecer’-dummy is a statement-dummy, not a mere
predicate-dummy. Adverbias isolated by the 'acontecer’-test therefore must modify —
or "contextualise” - the whole statement, and not any constituent part of it - like the
subject in the case of @PRED, or the predicator in the case of type 4 adverbials.

ADVL-1 and ADVL-3 are examples of what | will call meta-operator adverbials
(' provavelmente’, 'dubitavelmente’ ) and set-operator adverbials ('ndo’, 'at€’, 'sd’),
respectively. Operator adverbials do allow neither clefting nor pronoun substitution.
The difference is that meta-operators allow fronting™®, while set-operators don't. Also,
set-operators forbid other kinds of adverbials to appear between themselves and the
clause’'s predicator, while meta-operators (like non-operator adverbials) can be
separated from the predicator by other adverbials (type 2 and 3). A third kind of
operator-adverbials (i.e. "non-cleftables’) are time-operators ('ainda’, 'de=novo’, 'mal’,
? frequentemente’) which can be fronted like meta-operators, but — like set-operators —
don’t tolerate non-operator adverbials between themselves and the predicator.

For a further discussion of adverbial function as well as of lexical types of
adverbs, cp. chapter 4.5.4.

138 As agroup, only operator adverbs do not allow fronting, though some semantically "result-related” adverbs like
'totalmente’, ' completamente’ etc. don’t either.
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4.2 Group types and group level function

@>N prenominal adject, usually determiner

(attaches to the nearest NP-head to the right, that is not an adnominal itself)
@N< postnominal adject, usually adjective, PP or relative clause

(attaches to the nearest NP-head to the | eft, that is not an adnominal itself)
@>A adverbia pre-adject, usualy intensifier

(attaches to the nearest ADJPCP/ADV or attributively used N to the right)
@A< adverbial post-adject (rare, e.g. ‘caro demais)
@APP “identifying” apposition, usually definite nominal (always after NP + comma)

@<PRED free predicative post-adject (usually adjective or participle), - or predicative adjunct
(refers, as an adject, to the nearest NP-head to the ft;
as an adunct, it refersto amain verb and its subject to the left)
@N<PRED  postnominal nexus predicativein small clause introduced by ‘com/sem’
(rare, e.g. 'com amao na bolsa’, ‘'sem o pa ajudando, ndo conseguiu’;
in constituent grammar also used for predicative adject @<PRED)
@P< argument of preposition

Groups (or phrases) are here defined as syntatic constituents that are not clauses, and
consist of more than one word. In order not to be clauses, none of the group’s
immediate constituents must be a verbal constituent (a predicator) or a complementiser
(subordinator). The typical word class inventory of a group’s head and dependents
defines the group’s form category. Here, two hypotactic groups will be recognized, np
and ap, plus the katatactic group of pp. The concept of vp will on the Constraint
Grammar level be substituted by the linear concept of verb chain (ch. 4.3.), and
par atactic groups (co-ordinated units) will only be CG-marked after the syntax module
proper, by mapping a secondary tag onto the co-ordinating conjunction (e.g. <co-acc>
for linking 2 direct object conjuncts, <co-subj> for linking 2 subject conjuncts). While
pp’'s are easy to define in terms of a heading preposition, np’s and ap’'s are more
unpredictable with regard to their head. Thus, instead of the prototypical noun head, an
np can aso feature infinitives, adjectives and even determiners as heads:

(1a) o comer mos mais carne do gue nunca ‘our eating more meat than ever’
(1b) os pobres daAfrica ‘the poor in Africa
(1c) os que vi ontem ‘those | saw yesterday’

| would like to argue that what really evokes the concept of np in these cases, is not the
head, but the prototypical dependents (@>N or @N<): Articles, in (1a-b), or arelative
clause, in (1c).

Applying this same defining principle to the other traditional hypotactic groups,
adjective phrases (2a, 2d), adverb phrases (2b) and determiner phrases (2c), reveals that
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they all share one, and only one, common type of modifier (@>A, @A<): Intensifiers
like ‘muito’ (‘very’), ‘extremamente’ (‘extremely’) or ‘nada’ (‘not at al’):

(2a) muito/nadar eligioso ‘very religious’, ‘not religious at all’
(2b) muito/nada devagar ‘very slowly’, ‘not at all slowly’
(2c) muito poucos ‘very few’

(2d) rico demais ‘too rich’

(2d) muito com pressa ‘in great haste’

All these cases share their internal group structure, and | will therefore lump them
together as ap’s (“adpositional” phrases). The concept of ap can even handle otherwise
cumbersome complex group types like (2d), where a pp is premodified by an

intensifier’®.

4.2.1 Thenominal group or noun phrase (NP)

head argument adjects modifier adjects

39| n traditional CG dependency notation, the intensifier will first be flatly marked as @>P (premodifying a preposition to
the right), and later (in the tree structure module) be filtered into the functionally more correct @>A (intensifier pre-adject).

- 218 -



NP

N noun
PROP proper noun

(PROP can not normally
govern arguments or
comparatives, and only
very few post-adjuncts)

(independent pronouns,
PERS and SPEC, substitute
for whole NPs, and can’t
usually have dependents,
with the exception of set
operators and, sometimes,
'todo’:todo ele)

PP som @N<
(postnominal)

respeito por

cumplicidade com
afinidade para

@>N or @N< (pre- or post-
nominal), consisting of:
AP adjective phrase
grande sertao
sugestao intima
PP (only post-nominal)
.ajanedladasala
..Pedro da Silva
DET, usually pre-nominal
(also more than one)
estas trés arvores,
0 Jodo, maisleite,
proposta sua
ADV as"set operator"
sd o pai , até o pai ..
dinheiro demais
AS-KOMP comparative
small clause
um homem como um forte,
gual um touro

Prenominal adjects(@>N) are always modifiers (i.e. not valency governed), and can be
filled iteratively with more than one element from the word classes of DET, NUM, ADJ
and, rarely, PCP. Though only one syntactic function (@>N) is used by the parser,
permutation tests show that different subtypes do exist and can be defined in
syntagmatic terms. These subtypes are the basis for the lexical subdivisions of the DET
classlisted in ch. 2.2.5.2, and they enter the system at the secondary tag level. CG-rules
depend very much on word order, and subclasses that can be defined in terms of word

140

order, are therefore useful for disambiguation™.

A B C D ATTR| HEAD ATTR
predeterminers | demonstratives| possessives | quantifiers | ADJ N ADJ
<guant1> <dem><artd> <poss> <quant3> | (PCP) | (PROP) PCP
differentiators NUM <fract>| (ADJ) PP
<diff><ident> | ADJ <num> (PCP) (DET)

0 Right of the copula ‘séo’, for instance, a quantifier like ‘poucos cannot be subject complement @<SC, if there is an
adjective between the copula and the quantifier. On the other hand, if ‘poucos neighbours ‘sdo0’ without an interfering

adjective, it will be @<SC if followed by an article determiner (DET <art>), but @>N if followed by an adjective:
S80 perigosos @<SC poucos @>N animais no mundo.
s80 poucos @<SC os @>N animais perigosos no mundo.
perigosos @SC> sdo poucos @>N animais no mundo.
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AB
<guant2><arti>

todos estes seus poucos |ultimos| livros paulistas
ambos 0S meus muitos velhos | amigos perdidos
outros trés novos dentes do Brasil
mesmos primeiros | meros | paulistas seus
proprio DET meios | conhecidos| todos
proprio

uns, uma, cada, nenhum, certo
varios DET, diversos DET
tantos, quantos, quais
Cujos

Thefirst 4 fields, A, B, C and D are determiner prenominals, the fifth is for “attributive”
prenominals, the sixth is for the np-head, and the last accommodates postnominal
modifiers and arguments. The 4 determiner fields, as a rule, do not allow iteration (i.e.
more than 1 element per field), while the attributive fields 5 and 7 do. Note that the
determiner subclasses are arrived at by permutation tests only, while traditional pronoun
classification is primarily semantic. There is some co-extension of classes, though.
Thus, the demonstrative class (<dem>) is roughly equivaent to B, and the possessive
classis equivaent to C. The pronouns ‘mesmo’ and ‘proprio’ (‘himself’) are sometimes
semantically classified as demonstratives, as in Almeida (1994), but seem
permutationally to belong to class C:

estes mesmos/meus poucos amigos
esses meus/outros poucos amigos
0 proprio/meu pai

0S proprios/meus sete nanos

Perini (1989, p.153) lumps ‘mesmo’ with the possessives on these grounds, alongside
with ‘outro’, noting the free order within the class:

€sse outro meu amigo/ esse meu outro amigo

There is, however, yet another possibility: ‘mesmo’, ‘proprio’ and — in a way — ‘outro’
can’'t substitute for neither a demonstrative or a possessive:

comprou este/meu/* mesmo/* préprio/?outro carro
The explanation is that ‘mesmo’ and ‘préprio’ can’t be the first element of an np.
Rather, they function as a kind of “identity modifiers’ that follow certain definite

determiners (i.e. demonstratives and possessives). When following ‘o’ or ‘este’, identity
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modifiers can be placed left of a possessive, which explains the apparent free order co-
occurrence with possessives (class C):

o/este mesmo/outro (meu) livro  (the/this same/other book of mine)

meu mesmo/outro livro (the same/other one of my books)
0 proprio (meu) pai (my father himself)
Meu préprio pai (my own father)

Note that ‘proprio’, and to a lesser degree, ‘mesmo’ and ‘outro’ (?) undergo a slight
change in meaning, depending on whether they follow a demonstrative or a possessive.

The traditional class of definite articles can be defined as the demonstratives ‘o', ‘&,
‘oS and ‘as’, when appearing as class B prenominals (@>N):

Dos (<art>) bolos sobram s6 og/estes (<dem>) gue fizemos ontem.

The third traditional pronoun class that permits “adjectival” (i.e. @>N) usage, is that of
the so-called indefinites. The class contains different types of quantifiers, and is most
easily defined via negationis, as al but demonstratives and possessives. Thus, in my
field scheme, indefinites can appear in all places but B and C, including the “joint field”
AB. There are three types:

A  todos(‘al’), ambos

AB um, nenhum, todo=o (‘al of’, ‘the whole'), todo (every), quantas, quais, tantas,
Varios...

D muito, muitos, quatro

The AB field includes ‘um’, ‘uma which in the singular traditionally are called
indefinite articles. Like for definite articles, the DET word class can be retained, and a
distributional definition crafted: Indefinite articles are ‘um’ and ‘uma when used in the
singular and prenominally (@>N). As a numeral (NUM), of course, ‘um’ belongs in
field D. The difference can be tested with a possessive (C) or with ‘cujo’, that “covers’
the AB-field, and thus only allows a numeral ‘um’ to its right:

Comeu uma DET sua maga (ndo uma pera). * Cuja uma maga comeu?
Comeu suauma NUM macé (n&o dois). Cuja uma maga comeu?

The six traditional pronoun classes (demonstratives, possessives, indefinites, personal,
interrogative and relative pronouns), or seven, if reflexives are regarded as separate
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from persona pronouns, are not mutually exclusive®’. Thus, there are
relatives/interrogative that at the same time are indefinites. Those of them that allow
@>N usage, fal in my DET-AB category, too (quantas, quais ..). The
relative/interrogative ‘cujo’ seems to have its own distributional type, DET-ABC, since
it doesn’'t allow possessives (C) to its right. However, in my view the exclusion of
possessives right of ‘cujo’ is a semantic clash (‘cujo’ itself expresses possession, too)
rather than a syntactic rule. After al, sentences like the following are not entirely
agrammatical:

A empresa, cujos meus acdes javendi ha cinco mesos, andava muito mal

‘Outro’, which is often included among the indefinites, has a special distribution, too.
As mentioned above, it can — like ‘mesmo’ - follow B- and C-determiners. Where
semantically possible, this holds for AB-determiners, too. It is for semantic reasons that
‘outro’, but not ‘mesmo’ can follow ‘um’: both ‘outro’ and ‘um’ are indefinite, but
‘mesmo’ isn’'t. Unlike the other two “identity modifiers’, ‘outro’ can fill the leftmost
slot in an np — but it hereby acquires another meaning:

umoutrolivro  (‘adifferent book’)
outro livro (‘yet another book’)

A few other indefinites (‘vérios, ‘diversos’) have a double distribution as either DET-
AB @>N (‘some’, ‘anumber of") or as @N< (‘different’). Since the change in meaning
occurs when filling the @N<, which is typical of modifier adjectives (ADJ) rather than
determiners (DET), it can aso be captured by tagging the words with a different word
class.

Certain DET or SPEC quantifiers, as well as some NP's with a head denoting quantity,
can premodify anominal head mediated by the preposition 'de’:

(@) DET +de +countable: algumas/muitas das suas macas
(b) SPEC +de +mass noun um=tanto de esmola

algo da riqueza do velho
(c) NP +de +mass noun uma pinga de esta agua

In (a), there is agreement between the quantifier DET and the modified noun,
supporting a premodifier analysis. On the other hand, the DET does not appear in its
usual place, sincethereis an article to itsright. The only slot left for a @>N constituent

141 Not to mention the striking fact that the closed classes of relatives and interrogatives comprise exactly the same words,
making these categories purely syntactic-semantic.
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"algumas de’ would be that of DETA (<quant1> or predeterminer), which also seemsto
be fitting for "um tanto de’, 'algo de’ and 'uma pinga de' in (b) and (c). However, this
analysis is syntactically awkward in that it strands a preposition in a constituent of
which it is not head, but dependent. In the CG-terminology used here, 'de’ would have
to be tagged as adverbial post-adject (@A<) of the quantifying adnominal @>N
(constituent bracketing added):

((agumas @>N de @A<) as @>N macas @NPHR)
(((uma @>N pinga @>N) de @A<) esta @>N &dgua @NPHR)

Not to speak of the unorthodoxy of this analysis, it isin conflict with ordinary CG-rules
trying to establish PP dependencies. A preposition’s "need” for an argument is very
strong in the parser’s rule set, and without major grammar surgery, 'macas and ' agua
are bound to receive the @P< tag. Therefore, | have opted for an analysis with the
guantifier as head postmodified by a PP in which the "semantic head” functions as
argument of preposition:

(algumas @NPHR (de @N< (as @>N magas @P<)))
(uma @>N pingua @NPHR (de @N< &gua @P<))

A similar problem arises with adjective modifiers. Again, the parser sticks to surface
syntax, tagging the semantic modifier as syntactic head, and the semantic head as
argument of preposition:

(O @>N estupido @NPHR (de @N< rapaz @P<))
rather than:

(O (@>N estupido @>N de) @A< rapaz @NPHR)

The remaining, non-DET, fields of an np, 5, 6 and 7, could be called for pre-attributive,
head and post-attributive, respectively. Though many adjectives and nouns can appear
in several of these three dots, a few are restricted to one slot and can be used for
substitution testing. ‘Mero’ and ‘meio’ define the pre-attributive field (5), ‘seu’, ‘ta’,
‘assm’ and pp-attributes define the post-attributive field (7), and concrete object nouns
like*arvore’, ‘faca or ‘sol’ define the head position (6).

When disambiguating nouns and adjectives, it is important for the CG-rules to be able
to “trust” the distributional fact that determiners come in a certain order, and especially
that determiners come left of nouns, and adjectives and participles right. Therefore, the
few exceptions are marked in the lexicon as <post-det> (possessives, ‘proprio’, ‘todo’)
and <pre-attr> -adjectives (‘grande’, ‘novo’, ‘velho’ ...), respectively. The <pre-attr> tag
does not mean that @>N is the preferred function of these adjectives. Rather, it implies
that all other adjectives are not <pre-attr>, but post-nomina (@N<) when modifying a
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noun. Only very few adjectives (the above mentioned ‘mero’ and ‘meio’) are
obligatorily pre-attributive in their distribution, and receive a specia tag, <ante-attr>. A
fourth lexicon-tag that helps place words in the last 3 fields of an np with regard to each
other, is the <attr> tag for nouns (‘ateista’, ‘iconoclasta’, ‘apoiador’, ‘caboclo’)*,
which means that the nouns concerned can appear with postnominal function (@N<),
I.e. to the right of other nouns.

From the above, CG-rules like the following can be crafted:

* Discard adjective in favour of noun reading, if the word is not <pre-attr> and if the word to the left is
aDET

* Select adjective instead of noun reading, if the word is not <attr>, and the word to the left isanoun

* Map aDET word as aprenomina (@>N), if it is surrounded by nouns and is not <post-det>

* Discard @>N function, if the word is ADJ and not <pre-attr>

* Discard @N< function, if theword is N and not <attr>

* Discard np-head function (i.e. @SUBJ, @ACC etc.) in favour of @N<, if the word is N <attr> and
thewordtotheleftisN

* Discard @N< function in favour of np-head function even in an N <attr> word, if the word to the
right isN <attr>, too

* Select head function over both @>N and @N< for adjectives not <pre-attr> that are flanked by a
determiner to the left and another adjective to the right

Postnominal pp-adjects (CG-marked as PRP @N<) can be both modifiers (that permit
repetition) and arguments (that don't):

@N<ARG @N<MOD

a execucao do revolucionario aexecucao davespera
o medo dacrise 0 medo dacrianca

a confianga no governo um espido no governo

Typicaly, valency bearing nouns are deverbals in ‘-acéo’, ‘-mento’ or nouns from the
semantic field of cognition, and thus, traditionally, the valency link between an N and a
pp-argument is tested “etymologically” (cf. Perini, 1989, p. 180): If a corresponding
verb-argument relation can be found, the pp is valency-bound, if the pp can be replaced
by an etymologically corresponding adjective, it is an adjunct. Sometimes, the
correspondence is close (confianca/confiar em, execucao/executar), but often it is
remote (medo da crianca - ?medo infantil, medo - Ztemer), nonexistent (da véspera - ?)
or plan wrong, as in ‘2um espido governamental’ (‘a government spy’), since
‘governamental’ only corresponds to ‘do governo’, not to ‘no governo'.

2 The N <attr> class is an open class, comprising especially ‘-ista’, ‘-or’ and profession nouns, or, to put it in other words,
“things a human being can be’. Conversely, there are adjectives that are especially likely to fill the head slot of an np, like ‘-
és adjectives (‘um francés', ‘ os burgueses’).
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Because of these problems, | would like to propose a co-ordination test. Since
valency bearing nouns govern a specific preposition, which cannot be exchanged and
bears no literal meaning, co-ordination with nouns where the PRP @N< would keep its
literal meaning, should not be possible. In other words, a postnominal pp can only be
shared by two co-ordinated noun heads if both valency-bind that preposition, or if both
don’t. In the examples, valency governing nouns are in bold script:

*aexecucao e aidade do revolucionario (ARG-MOD clash)
*0 medo e 0 tamanho dacrise (ARG-MOD clash)
*aconfianca e acrise no governo (ARG-MOD clash)
aexecucdo e afestadavéspera (MOD-MOD co-ordination)
0 medo e afebre dacrianga (MOD-MOD co-ordination)
um espi&o e um comunista no governo (MOD-MOQOD co-ordination)

acativacao e aexecucao do revolucion&rio  (ARG-ARG co-ordination)

Another argument/modifier test for postnominal pp adjects can be based on whether the
introducing preposition can be replaced by another “litera” preposition, like
substituting ‘sem’ for ‘com’, or one place preposition for another. In modifier pp’s, such
substitution is usually syntactically possible (barring some semantic oddities), while in
argument pp’s, any preposition has to obey selection restrictions dictated by the
preceding np-head.

On a corpus basis, ambiguous cases like ‘0 medo da crianga, where a noun
allows the same pp both as argument and modifier, seem to be rare, and given enough
valency and semantic information from the lexicon, Constraint Grammar could probably
be made to handle the distinction in most cases. As afirst step, CG rules would remove
argument adject readings if the head noun bears no valency tag (<+PRP>) for the
preposition concerned. As a second step, rules should check whether the preposition’s
argument (@P<) semantically matches the preposition’s literal meaning. For instance,
place nouns as @P< increase the chances of ‘em’-headed adject pp’s being modifiers,
while +ANIM nouns as @P< point towards argument-status for ‘em’-headed adject
pp’s.

However, since the parser for the time being (with its present tag set) does not
distinguish between argument and modifier @N<, nominal valency is used to
distinguish between pp adjects (@N<, @A<) and pp adverbials (@ADVL) instead, a
process which is described in the chapter on adverbia function.
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4.2.2 The adpositional group
head argument adjects modifier adjects

AP | ADJadjective PP as @A< (post-adject) |ADV as @>A (mostly pre-
PCP participle chelo de adject intensifiers, but also

parecido com @AS)

(participles are antesda ceia muito rico
attributive depois da festa agressivo demais
paticiples, which - | oy iy amenta a lel fala muito depressa
unlike verbal .
participles after NP as @A< fala depressa demais

ter/haver - have
gender and number
inflexion)

ADV adverb
DET determiner

inclusive os alunos
FS-KOMP comparative
subclauses as @A<
mais velho que
AS-KOMP comparative
small clauses as @ A<
tdo velho como
tanto dinheiro quanto

muito poucos
SPEC or "NP" as @>A (rare)

um=tanto devagar

nada religioso
AS-KOMP comparative
clauses as @A<

forte como um urso

Structurally, the traditional form categories of adjective group (adjp), adverb group
(advp) and what | would call determiner group (detp), have much in common. They all
allow a probably closed class of intensifier pre-adjects, and prepositional groups as
modifier or argument post-adjects. Pre-adject intensifiers co-vary with one post-adject

intensifier, ‘demais.

@>A @HEAD @A<
velho ADJ de corpo e éanimo
muito/pouco visivel ADJ na cidade
bem/mal contente ADJ com a situacao
completamente/nada derrubado PCP na época pel os comunistas
algo/um tanto socialistaN <attr> de vocacéo
incrivelmente iconoclasta N <attr> COmMO Mai's ninguém
bem ADV demais
depressa ADV

poucos DET
mai s/menos do queeu
tao como agui
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Ignoring semantic incompatibilities (*pouco poucos, * menos poucos), the intensifier
pre-adject function is so basic to all the above groups, that it can be used to define a
common umbrella-group for al of them on formal grounds. Better still, certain
intensifier adject words (nada, algo)'* never appear as prenominas (@>N), so the
criterion cannot only be used to define adjp’s, advp’s and detp’s as one group category,
but also to distinguish it from the np category. | will call the new group type for
adpositional group (ap), since its prototypical functional distribution covers “adposed”
elements, adjects, adjuncts and the attributive function of predicative. Prototypical
heads and substitution word classes are ad-words, i.e. adjectives and adverbs, which
also explains the CG-icons for the groups adject dependents, @>A and @A<. In order
to distinguish between adjects in np’s and ap’s, | will use the terms adnominal adjects
and adverbial adjects, respectively.

The three fields in an ap are fairly easy to define in aformal way, since the @>A
field allows only adverbs and certain quantifier pronouns or “pronomina np’s’ (‘algo’,
‘um tanto’), and the @A< field allows only prepositional groups and — in the special
comparative structures — comparandum ACL’s and FS's. The head field can be defined
negatively, as the position that has or allows adject intensifiers (nada, algo) to its left.

Note that it is the co-occurrence or grammaticality of certain types of pre-adjects
that defines np’s and ap’s, not the heads word class. Thus, articles remain @>N even
with adjective or pronoun heads, building np’'s, and intensifier adjects remain @>A
even with noun heads, building ap’s. In the examples, np-heads are in bold face, ap-
heads areinitalics.

(o azul (t&o claro) do céu)
@>N ADJ @>A @N< @N<
(o bem) e (o mal)
@>N ADV @CO @>N ADV
(o pouco (que sobra))

@>N DET @N<

(um comunista (muito ateista))

@>N N <attr> @>A N <attr> @N<

In the flat dependency notation used here, a chain of prenominals (@>N) isregarded as
sisters pointing to an np-head to the right of the whole chain, rather than to each other.

3 But not muito or pouco, which both can appear preonominally.
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However, adnominals can point to a determiner head, if the latter is part of an adverbial
adject (@>A) and does not function as adnominal itself:

/\/ 3

(um professor ((um tanto) iconoclasta )))
DET N DET DET <quant> N <attr>
@>N @NPHR @>N @>A @N<

The distinction between modifier and (valency bound) argument adjects in ap’s can be
made visible by an isolation test. Modifier adjects can, argument adject cannot be
isolated when substituting the ap by an interrogative dummy, ‘o que’ or ‘como’:

0 que era de corpo e animo? velho

0 que era de vocagdo? socialista

0 que era como mais ninguém? iconoclasta
?0 que o pai eradaguerra? receoso

*0 que aregido eraem ouro? rico

*0 quefoi do que aUltimavez? pior

0 que elaerademais? timida

0 que eramais do que eu? velho

Note that the last example tests for modifier status of ‘mais do que eu’ with regard to
the ap-head ‘velho’, not against the argument status of the KOMP< constituent (‘do que
eu’), which is an argument of ‘mais’, not ‘velho’, as can be seen from the fact that
‘velho do que eu’ without ‘mais’ is agrammatical. What makes the case difficult is the
fact that ‘mais do que eu’ is a digunct pre-adject modifier of ‘velho’. The @KOMP<
constituent itself, then, is an adverbial post-adject, of ‘mais’, inside the larger pre-

adject:
//\\

mais velho do queeu
ADV<komp> @>A ADJ@HEAD @KOMP<
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4.2.3 The prepositional group (PP)

head argument adjects modifier adjects
PP | PRP preposition | @P< @>P
N or NP nominal phrase |intensifiers: muito semgraca
Semo amigo operators:. até no Brasil
ADV adverb

parala, até hoje

FS finite subclause
depoisque....

ICL non-finite clause
para ajudar a velha

The third kind of group advocated here is the prepositional group (pp). A pp is not
hypotactic like np’s and ap’s, but katatactic, a fact which makes it more difficult to
decide on which constituent to count as head of the group. However, valency-wise it is
the preposition that links the group to a head on the next syntactic level. Thus, it isa
specific preposition that is governed and "asked for” when a verb, noun or adjective
allows pp-arguments. One could say that - though being able to replace the whole group
- it isthe preposition that is outward ambassador of the group. Therefore, in dependency
grammar, the preposition counts as head of the pp, with the rest of the pp rolling as the
preposition’ s [dependent] argument (@P<).

The argument slot of a pp group can be filled by almost any type of word class,
group or clause, though most typically so by np’s and those word classes that easily
qualify as np-heads, including infinitives and infinitive clauses,

(@) passeavacom a mae (NP)

(b)  discutiram sobre vocé (SPEC)

(c) gostavadeler na cama (ICL)

(d) andavacom medo de magoa-la (ICL)

(e) temchovido até hoje (ADV)

(f)  osamigos tinham se casado sem que o soubesse (FCL)

PP's in general do not allow ordinary modifiers like NP's and AP's, but only a kind of
"set operators’ that can precede most groups (g), and — in a few cases — premodifying
intensifiers (i) or “time operators’ (h). In all three cases one could argue that what is
modified is not the preposition head, but rather the PP as awhole:

%4 |n Portuguese, infinitives and infinitive clauses even allow preposing a definite article, like ordinary nominal material: o
comegarmos cedo vai ajudar muito.
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(9) isso existe (ate/nem (nos Estados Unidos))
(h) lutavacom o inimigo, (ainda/ja (com a energiadaraiva))
(i)  seretirou (muito (sem querer))

Such an analysis would make the resulting, larger, group hypotactic, and it would thus
no longer qualify as a PP. Since intensifier adjects project AP-hood (according to the
definition used in the last chapter), the group in (i) could be called an AP with adverbial
function, with a complex (PP-) head and an adverbia pre-adject (@>A) as modifier.
Given the predicative function of the group in (h), a similar solution might work here.
Both the enlarged groups in (h) and (i) can be fronted and focused as whole
constituents:

(n’) Eraaindacom aenergiadaraiva, que lutavacom o inimigo
(i") Foi muito sem querer que se retirou

‘Até and ‘nem’ in (g), however, are different. They can operate on constituents outside
the “adpositional” range, too, like subjects and objects (‘confiava até nos Estados
Unidos'), and appear to be oddly “transparent” with respect to their supposed PP head.
Thus, PP’ s cannot be focused together with modifiers like ‘até or ‘nem’:

(g) 7?éaté/nem nos Estados Unidos que isso existe.

One possible explanation for the agrammaticality of (g') is that ‘até/nem’ is a clause
level constituent (@ADVL), and doesn't attach to the PP at all. In this case, however,
there should be no difference in meaning whatever the adverbial precedes the verb or
the PP:

() eeescrevelivros até em francés. (rather than in English)
(k) eleatéescrevelivros em francés. (rather than just speaking French)

Another solution isto assign to “operator adverbs’ the function of focus markers, which
accounts both for why they have to immediately precede their head and why they can’t
be moved aong into the focus bracket of ‘éeralfoi .... que’. And since focusing is
neutral with respect to focused form, afocused PP would still be akind of “meta-PP".

For reasons of notational clarity, my parser needs to dependency-attach all of the
above PP-modifiers to a word, i.e. the preposition head (@>P), rather than the whole
PP. However, if we assume that all pre-adjects in PP's behave in the same way,
dependency-wise (i.e. modify the whole PP), then there is nothing in the way of
interpreting the @>P tag differently from ordinary word-to-word dependency tags, or
filtering al intensifier and time operator @>P tags into @>A tags.
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To make things even more complicated, focus markers can be attached not only to the
groups types sketched above, but also to complementisers (or, arguably, whole clauses),
as the following examples indicate:

(@) Veio sb @>A quando nada sobrava do jantar.
(b) Convidou s6 @>N quem quisesse gjudar.
(c) Pagou s6 @>S por que temia um proceso civil.

In the case of “quando” (a) and “quem” (b), existing group types can be used, ap and np,
respectively, with the focus marker tagged as @>A or @>N. However, to cover therare
case of afocused conjunction (c), | was forced to introduce a new attachment tag, @>S
(subordinator modifier), arguably creating a distinct group type too - that of
subordinator group. If proven useful, the concepts of @>S and subordinator group
could eventually be enlarged to cover caseslike () and (b), too.
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4.3 Theverb chain

4.3.1 Thepredicator: Constituent group or clause hierarchy?
@FAUX finite auxiliary (cp. @# CL-AUX<)

@FMV finite main verb

@IAUX non-finite auxiliary (cp. @# CL-AUX<)

@MV non-finite main verb

@PRT-AUX< verb chain particle (preposition or "que" after auxiliary)

@#ICL-AUX< argument verb in verb chain, refers to preceding auxiliary

(the verb chain sequence @FAUX - @# CL-AUX< is used, where both verbs have the same
subject , @FMV - @#ICL-<ACC is used where the subjects are different)

VERB CHAINS (MATRIX VERB STRUCTUREYS)

From the point of view of dependency grammar, a maximal VP in Portuguese subsumes
al adjuncts and arguments of a verb, including the subject, turning such a VP into a
form category very close to that of clause. But what does count as head of this maximal
VP if there is more than one verb in the clause. Do auxiliaries count as dependents of
the main verb, and - if so - are they dependents at the same constituent level as subject
and objects, or at a lower level? Or is it aways the first (finite) verb that functions as
head, - as, for instance, number agreement with the subject and selection restrictions on
the form of the following verbs suggest.

Depending on the notational convention, | do not believe that the above
alternatives have to be contradictory: Both main verb and first auxiliary are heads, only
on different levels, and both contribute features to a complex constituent which heads
the clause.

In my Portuguese CG, the surface-syntactic solution is that the first verb in a
verb chain valency-binds the second one (in the same way a constituent clause is
governed), the second verb governs an eventua third, and so on, suggesting the
outermost auxiliary as the head of the whole structure and the trailing (non-finite) main
verb as head of the rest of the VP, creating a multi-layered clause-hierarchy where every
additional auxiliary wraps a new onion-layer around the VP-main-verb kernel:

Q) ele continuaquerendo  ser eleito presidente
@SUBJ @FAUX @#CL-AUX<
@IAUX @#1CL-AUX<
@IAUX @#1CL-AUX<
@MV @C
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While this is an intuitive way to handle verb chains in flat dependency grammar'®, it
does not do justice to the fact that the relation between the members of the verb chainis
another than the one between the verbal head and its complements in one-verb
sentences. The verb chain itself is less hierarchical and more "holistic" in its feature
sharing than a clause. | would therefore like to argue that the head of the VP is a
complex unit in its own right, a group-like structure which | will call VC (verb chain),
or - functionally - the predicator'®. This creates a distinction between the (higher)
"clausal" VP-level (maximal VP) and the (lower) "phrasal” VC-level (minimal VP).
While dependency links within the VC are preserved, it will then be the VC as awhole
that arguments like direct object and subject attach to. One advantage of this concept is,
that features like number and person are shared by the whole VVC and not only attributed
to the finite verb, and that complex features like the ter PC and MQP tenses or even
aspect have a place to be, and need not be arbitrarily attached to a single word. This way
counterintuitive dependency discrepancies can be avoided, like attaching the subject to
the finite auxiliary (for agreement reasons), but the ACC, DAT and PIV objects to the
non-finite main verb (for valency reasons).

The following are examples of the functional uses of verb chains in Portuguese, with
the complex VC feature given in square brackets:

2)
@AUX @PRT-AUX< @IMV

* complex tenses
ter/haver PR + PCP [perfeito composto]
ter/haver IMPF + PCP [mais-que-perfeito composto]
ter/haver COND + PCP [condiciona I1]
ter/have FUT + PCP [futuro I1]
ir +a + INF [near future, 'to be going to']
vir + de + INF [recent past]

* passive voice
ser + PCP ["action passive']
estar + PCP ["state passive']

15 The solution originally proposed in (Karlsson, 1995), evades part of the problem by not using dependency markers - the
members of the verb chain are juxtaposed without suggesting a hierarchy, making the notation compatible with both a
reading that sees auxiliaries as dependents of the main verb, and one that attaches non-finite main verbs to auxiliaries and
auxiliaries to preceding auxiliaries.

%8 The predicator unit is recognizes in many German grammars as Préadikat, whereas English (generative) grammars often
define predicate as a VP consisting of the main verb and its dependents, minus the subject, leaving auxiliaries to form their
own group as a congtituent of the clause.
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* aspect

estar/andar/continuar/seguir + GER [durative]
estar/andar/continuar/seguir + a  + INF [durative]
comecar +a + INF [Inceptive]
acabar + de + INF [conclusive]
deixar + de + INF [cessative]

* modals
ter + de/que + INF [obligation]
dever + INF [probability, obligation]
poder + INF [posssibility]
saber + INF [capacity]
querer + INF [optative]

In al of the above cases both verbs in the VC have the same subject, and can be
anaysed in the same way as in (1). In the matrix verb structures in (3), however, there
are two (different) subjects, which iswhy | prefer to read the first verb as a main verb,
and the second as the head of a non-finite subclause functioning as clausal object of the
first.

* perception verbsand " ACI"

(33 Do quarto, ouvi 0S outros sair da casa.
@ADVL> @FMV @*#ICL-<ACC
@SUBJ> @IMV @ADVL
* causatives
(3b) O rei mandou 0 delegado chamar os assaltantes.
@SUBJ> @FMV @#ICL-<ACC

@SUBJ>> @IMV @<ACC

This object-ivity can even be expressed morphologically: when the second subject is
pronominalised, it takes the accusative case and is hyphen-attached to the matrix verb
(30).

(30) O rei mandou- 0 chamar os assaltantes.
@SUBJ> @FMV @#ICL-<ACC
@SUBJ> @IMV @<ACC

147 | atin for “ Accusative with infinitive’
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One might be tempted to conclude from morphology to syntax and assign a direct object
(@<ACC) reading to the pronoun in (3c), instead of the @SUBJ> reading, making the
reduced - subjectless - infinitive clause either an adverbial (@<ADVL) or an object
complement (@<OC), cf. (3d)*%.

(3d) O rei mandou- 0 chamar os assaltantes.
@SUBX> @FMV @#|CL-<ADVL/<OC*
@<ACC* @IMV @<ACC

However, like German, but unlike English, Portuguese can - in causative structures -
omit the subclause subject atogether (3¢)*°. Since subject omission is normal in
Portuguese, but object omission is not, this is an argument in favour of the "subject in
subclause" reading for the "accusative" (pro)noun in concatenations of type (3c).

(3e) O rei mandou chamar 0s assaltantes.
@SUBX> @FMV @# CL-<ACC
@MV @<ACC

Without verbal valency information, this sentence is, of course, ambiguous: With an
intransitive/ergative verb in the non-finite position, the trailing NP becomes a
("leftward") subject.

(3f) O rei mandou entrar 0s assaltantes.
@SUBX> @FMV @# CL-<ACC
@MV @<SUBJ

Since the object-pronoun subject (3c) of the non-finite clause can be fronted in both
ACls and causatives, two other types of ambiguity can be created - the first syntactic
and the second notational.

(3e) Oree 0 mandou chamar.
@SUBJ> @FMV @#ICL-<ACC
@ACC>> @IMV
@SUBJ>>

%8 These alternative @#| CL-OC readings are especially tempting, when the accusative is located before the matrix verb: O
rei 0 mandou chamar os assaltantes, since two adjacent @SUBJ> tags (for both rei and o) appear somewhat awkward. In
the case of perception verb ACI’s (3a), the accusative pronoun or noun phrase can fill the matrix verb’s transitive valency
dlot on its own, providing a further argument in favour of the V - ACC - OC reading: ‘Ouvi 0s outros sair da casa.’ - ‘Ouvi
0s. Thisis not true of of causatives - in the very least, there is a meaning change in the matrix verb: ‘fez a filha obedecer.’ -
*‘fez afilha.’ For further examples, cp. chapter 4.4.2 and the manual “Portuguese Syntax” (Bick, 1999).

9 |f the subclause verb has both transitive and intransitive valency, subject omission asin (2b2) opens for a new ambiguity
in the subclause object (here: os assaltantes): in theory, it can now also be read as left-attaching subject.
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Ordinarily, '0' is understood as subject™ of the non-finite clause in sentences of type

(3e). In literary language, however, '0' might also be object of the non-finite clause, this
being one of the dubious cases in the application of the clitic fronting test.

The other ambiguity concerns notation. How is it possible to know where the
dependency marker of '0' attaches - at the first, finite, or second, non-finite, main verb?
Since the default definition is attachment to the nearest main verb (which is not the
correct choice in this case), | have opted for a special notation in similar sentences. A
double dependency marker (>>) refers to the second main verb to the right.

With a reflexive object pronoun in the same construction, the subject/object
ambiguity can be resolved by means of the valency class of the second verb:
Intransitive/ergative verbs (3f) favour a subject-reading, transitive (3g) or transobjective
(3h) ones favour the object-reading.

(3f) Ore se deixou cair na cama.
@SUBJ> @FMV @#CL-<ACC
@SUBJ>> @MV @<ADV
(30) Ore se deixou levar.
@SUBJ> @FMV @#ICL-<ACC
@ACC>> @MV
(30) Ore se fez eleger presidente.
@SUBJ> @FMV @#CL-<ACC
@ACC>> @MV @<0C
4.3.2 Verbal matrices: How to define an auxiliary?

Concatenating verbs. Subclasscriteria

Portuguese auxiliaries are much harder to define in a consistent way than their English
cousins, and Portuguese grammars are unclear and diverging on the matter. One
minimalist position would acknowledge only ter/haver and ser/estar with participle or
gerund main verbs. This, however, would include Brazilian duratives (which are
constructed with estar + GER), and exclude European Portuguese duratives constructed
with estar + a + INF. Furthermore, analogous forms exist for andar + GER/a,

0 Thisis also the reading my parser is set to prefer.
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continuar + GER/a and so forth. Also, participles after ser and estar behave structurally
the same, but estar alternates with ficar (diluting its auxiliary-status), and its participles
aternate with adjectives, thus being syntactically equivalent to subject predicatives.
After removing estar from the auxiliary list, only a kernel of ter/haver with tense
readings, and ser with passive voice readings would be | eft in the auxiliary camp.

A more liberal view would alow modals and aktionsart markers, maybe also
ACI-constructions and causatives. These cover all kinds of direct and preposition
mediated infinitive chains. How to draw a formal line? Inspired by traits of the core
auxiliaries, a number of testsis proposed in the literature:

(@ leftmost position in averb chain

(b) transclausal subject identity

(c) no selection restrictions for the subject

(d) noimperative

(e)  no (semantic) selection restrictions on the number 2 verb
(f)  alowsobject pronoun fronting (clitic fronting)

(g exclusion of interfering "nao"

(h)  finite subclause substitution test

(i) passivisation test for clause coherence

While (a) obviously delineates the pool of verbs from which to choose auxiliaries, it
doesn't define them. (c), (d) and (e) are really about auxiliaries not having semantic
lexical content, a criterion that would exclude all but the tense and voice auxiliaries.
Some modals, for instance, violate (c), since they select +HUM in the subject (dever,
saber), the imperative criterion (d) asks for +CONTROL in the subject and splits the
otherwise coherent group of perception verbs (-CONTROL) and causative
(+CONTROL) in two. Similarly, some causatives (mandar), like some cognitives
(prometer), but again unlike perception verbs, violate (€) by selecting for +CONTROL
in the second verb's subject. Tests (f) and (g) are about "transparency": real auxiliaries
are expected to attach to their main verbs in an unseparable way. The stricter of the two
IS the negation test (g), with only ser, ter and ir (!) passing, while the clitic fronting
test™ (f) works well and coherently for most auxiliary-candidates that directly "govern"
non-finite verb forms. For these verbs the subject identity test (b), comparing the main
clause subject to the (often unexpressed) subject of the non-finite clause, yields very
similar results. The fact that two different tests, one morpho-syntactic, the other
semantico-syntactic, agree on the same list of words, strengthens both tests' legitimacy.
ACI-structures and causatives are excluded by both tests (the clitic to be fronted is the

51 non-nominal pronominal material is moved from a position between matrix-verb and non-finite verb to a fronted position
immediately to the left of the matrix verb.
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second verb's object™?),

(treated below).
Sadly, the clitic fronting test is negative or unclear for some preposition mediated
infinitive constructions expressing aktionsart and modal functions by same-subject verb

with some exceptions and ambiguities in the causative group

chans:

(1) Object pronoun fronting in preposition mediated auxiliaries (AUX+PRP+INF)

object pronoun positive negative or dubious negative
fronting test | 'ja 0 acabou de fazer.' ?'nunca o negou de *'sempre 0 sonhava
mediating fazer.' com fazer.'
preposition/particle
"a' (<axp>) aprender, aspirar, botar, chegar, dar,

comecar, continuar,
desandar, desatar,
entrar, estar, ficar,
passar, propor, tornar
voltar

deitar, destampar,
fahar, faltar, ir, vir
(maybe only with [ non-
female] pronouns not
startingin'a’ ?)

"de" (<deMxp>)

acabar, deixar, desistir,
evitar, falhar, faltar,
haver, intentar, largar,
necessitar, parar,
plangjar, precisar,
projetar, prometer, ter,
tratar, vir

assentar, escusar,
folgar, negar, pegar

comecar, continuar,
cuidar, determinar,
dever, entrar, ficar

em” (<em’xp>)

aceder, pensar

aspirar

coincidir, confiar,
contar, cuidar,
desandar, destampar,
entender, espraiar,
estar, sonhar, timbrar,
vacilar

" com" (<com”xp>)

sonhar

"para’ (<para™xp>)

estar

"por” (<por"xp>)

comegar, estar

acabar, anelar, ansiar,
trabal har

"que’ (<v+que>)

ter

The subject identity test, while excluding ACIl-constructions and causatives, includes all
modal s and aktionsart markers for semantic reasons.

Test (h) tests for "clausality" and against "auxiliarity” by trying to replace the
non-finite structure by a finite que-subclause. The test confirms the above ACI- and
causative groupings, but is somewhat stricter than the subject identity test in other areas,

152 The object of the matrix verb is, of course, the subject of the second, non-finite verb, and can, if pronominal, aways be
fronted.
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removing e.g. querer from the modal list, as well as precisar and some others from the
list of preposition mediated auxiliaries.

Another clausality test is the passivisation test (i), as proposed in Perini (1989)
for detecting an interfering clause boundary in the verb chain. Again, ir passes the test
(1a), querer falsit (2a):

(1) Pedrova comer o frango. (1a) Ofrango vai ser comido por Pedro.
(1b) * Comer o frango é ido por Pedro.

(2) Pedro quer comer ofrango. (2a) *O frango quer ser comido por Pedro.
(2b) Comer o frango é querido por Pedro.

The passivisation test is also atransparency test like (f) and (g): For ir, the verb chainis
transparent, suggesting auxiliarity, and 'comer o frango’ cannot be isolated as @ACC
and made the subject of a corresponding passive clause (1b). With querer, the verb
chain is not transparent, and 'comer o frango’ can be made subject of passive (2b). The
passivisation test subsumes a number of other tests:

* it tests for patient case role (PAT) in the subject, since this would disallow another
(object) PAT in the same clause, and contradict a’por X’ agent of passive constituent
in the passivised clause.

 itimplieslack of selection restrictions (test ¢), since in the passivised clause the same
verb has to "tolerate” a different subject. Many concatenating verbs are cognitive
verbs (admitir, adorar, decidir, negar) select for +HUM subjects creating a
passivisation conflict with —-HUM objects.

it implies lack of imperative (test d), since PAT subjects imply lack of the control
(CONTR) feature.

Between the extremes of accepting all concatenating verbs as auxiliaries (a) or
restricting the category to ser, ter and ir (g), we have now 2 sets of tests that come up
with 2 more or less coherent lists of auxiliary candidates:

1. subject identity test, backed by the pronoun fronting criterion, the two of which
yield the same results for chains without prepositions (GER, PCP, INF), but differ
somewhat in the case of preposition mediation, where the pronoun fronting criterion
IS”soft”.

2. passivisation test, backed by the finite subclause substitution test and +PAT, —
CONTR and lack of selection restrictions for the subject.

As can be seen from the overview of concatenating verbs in the parser’s lexicon (end of
chapter), the auxiliary set 2 is a subset of auxiliary set 1. The reason is, of course, that
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different subjects of matrix and subclause imply two clauses and make one-clause-
passivisation impossible;

O rel mandou matar aovelha
* A ovelha mandou ser morta pelo rei.

For the same reason, both test-sets sharply exclude ACI- and causative constructions,
and the verbs concerned will here be kept outside the auxiliary camp.

A problem with the subject identity test is that some of the preposition-mediated
and a few other auxiliary candidates have a double status - they can sometimes appear
as full verbs governing preposition phrases with |CL-arguments substituting for NP-
arguments. In this case, the subject of the infinitive clause must be expressed, it must be
in the nominative if pronominal, and there would be inflexion agreement between the
infinitive (thus personal) and its subject:

Gostaria de eles me visitarem

(as opposed to the auxiliary reading in eles gostam de viajar)
Temo de (eles) cairem

(as opposed to the "auxiliary” reading in temo de cair)

| tend to think that the reason for, for instance, gostar and supor alowing a different
subject in its ICL complement, and tencionar not alowing it, is semantico-lexical rather
than proof of these verbs' membership in to different syntactic classes. Opting for the
passivisation criterion for auxiliarity, we could hold that subject identity across matrix
and subclause is just one of three possible semantic permutations for the subjects of
| CL-complements (same subject, different subject or either), and that the criterion of
same subject is a necessary but not a sufficient condition for auxiliarity.

A problem with the passivisation test is that some candidate verbs (comecar a/de,
continuar a/de, deixar de, parar de) can appear both with a PAT/-CONTR subject (1c,
2c) or aAG/+CONTR subject (1a, 2a), yielding two different meanings and conflicting
results with the passivisation (1c, 2c) and imperative tests (1d, 2d). And while their
complements fail the finite subclause substitution test, they do take direct np-objects
without apparent change in meaning, unlike all other verbs in the set: “ comegou a
aula” , or* parou o cavalo” .

(1a) A empresacontinuaa produzir o antigo modelo. ‘.. continuesto produce...’

(1b) O antigo modelo continua a ser produzido. ‘.. continues to be produced’
(1c) A inflagdo continuaa crescer. ‘.. keegpsincreasing.’

(1d) Continue a produzir o antigo modelo! ‘go on producing ..!

(28) Péarade molestar airma. ‘(he) stops molesting ...’
(2b) 7?A irma parade ser molestada. ‘.. stops being molested.’
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(2c) Parou de chover. ‘(it) stopped raining.’
(2d) Pare de molestar airma! ‘stop molesting ..!”

The meaning shift from AG/+CONTR to PAT/-CONTR "hurts” more in (2b) than in
(1b), but the fact, that — formally — all 4 verbs pass the passivisation test and fail the
subclause substitution test, seems enough to include them in the auxiliary set.

In Portuguese, there is a large group of reflexive matrix-verbs (acostumar-se a,
lembrar-se de, negar-se a/de) most of which pass the same-subject test, making them
auxiliary candidates. However, all of them fail the passivisation test due to the syntactic
object status of "se’. Since most don’'t pass the pronoun fronting, imperative and
selection restriction tests, either, they will here be excluded from the auxiliary set.

In al, the set then comprises of 22 verbs that all express either tense, voice,
modality or aktionsart (cp. bold faced verbsin list a end of chapter).

Those concatenating verbs, that according to the above criteria do not qualify as
auxiliaries, but — unlike full verbs governing ICLs — do permit non-nominative
pronouns as subject of the ICL (and can front those object pronouns), can be grouped as
transobjective constructions, and here, some intuitive semantic subclasses can be
distinguished aso in more formal ways. The ACI-verbs ver, ouvir, sentir (3a) demand
accusative case, permit infinitive inflexion with NP subjects, and can govern
+CONTROL verbs ("processes’), whereas causatives permit (3al) or demand (3a2)
dative, or a mediating preposition before the infinitive (3c), and govern mostly
+CONTROL verbs (" actions or activities’).

The different classes of auxiliaries and other concatenating verbs are shown in
table (2) below. Classification criteriaare (a) whether the subject of the infinitive clause
IS the same as for the matrix verb, (b) what kind of verb-complements are allowed in
between the verb of the matrix clause (MC) and the verb of the infinitive clause (ICL),
(c) the (ssmple or double) case function of such interposed complements, (d) whether or
not fronting of (ICL-) object pronouns to the left of the matrix verb is possible, and (e)
whether or not the infinitive in the ICL is person-inflected.

(2) Typology of Portuguese auxiliaries and other concatenating verbs

@SUBJ of ICL same asfor other than for matrix verb
matrix verb
complements pronouns pronouns NP
allowed in
between M C-
verb and ICL
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case function ACC/DAT ACC DAT NOM |[none
@OBJof ICL | @OBJof MC | @OBJof MC | @SUBJ| @OBJof MC
& & of ICL &
@SUBJof ICL | @SUBJ of ICL @SUBJ of ICL
+ +INF- |<x+PCP> 1 |<xt-ACI>3a |<xt/xd> 3bl
fronting | inflexio | <x+GER> 1 <xt/xd> 3bl |<xd> 3b2
n <Xx> 2a |<xtp> 3cl |<xdp> 3c2
<alde™xp> 2bl
* INF- <xt-ACI> 3a
inflexio <Xtp> 3cl
n <xdp>  3c2
+ +INF- | <em/por™xp> <xd> 3b2
fronting | inflexio | <xrp> 2b2 <xt/xd> 3bl
n
+ INF- +ICL 4 |[+ICL 4
inflexio
n

1. Functional auxiliariesfor tense, voice or aktionsart demanding +PCP or +GER
<x+PCP> ter/haver +PCP (PC-tense)
ser +PCP (passive voice)
<x+GER> estar/andar/continuar/seguir etc. +GER (durative aktionsart)

2. Other "auxiliaries" with anaphoric subject in the ICL (+inflexion)
a) modal auxiliaries and others, +INF: <x> dever, poder, querer, saber

b) preposition mediated auxiliaries, +PRP+INF
b1) tight concatenations (+ fronting of object pronouns)
<xp> +alde + INF: acabar de, gostar de, prometer de, etc.
b2) loose concatenations (= fronting of object pronouns)
<xp> +em/por + INF: acabar por (?), anelar por, ansiar por
<xrp> +PRP +INF: lembrar-se de, recusar-se a, esforgar-se por, comprazer-se em

3. Transobjective constructions with different subject in the I CL
a) ACl-constructions, +ACC+INF (ICL £CONTR, inflexion after NP-ACC)
<xt-ACI> ver, ouvir, sentir

b) Causative constructions (+inflexion)
b1) with accustive/dative-choice: +ACC/DAT+INF
<xt><xd> mandar, deixar, fazer
b2) only dative (or +PRP-A +PIV/NP)
<xd> aconsel har, permitir, possibilitar

C) preposition mediatied transobjective constructions, +ACC+PRP+INF
cl) with accusative
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<xtp> acostumar ag. a, estimular alg. a, lembrar alg. de, ...
convencer alg. a, decidir alg. a, por alg. a...
c2) with dative (or +PRP-A) +PIV/NP
<xdp> dizer-lhe de/para, proibir-lhe a/de, permitir-lhe a

4. Accusative I CL s after full verbs, with (mostly?) different subject, +NOM+INF
<+ICL> dizer, possibilitar, julgar, supor, detestar, ...

In an actual CG-parse, verb chain hierarchies are chains of (governing) auxiliaries
(@AUX) and (governed) non-finite auxiliary complement clauses (@#lCL-AUX<). In
the examples, sublcauses (including auxiliary complement clauses) are tab-indented,
and group level constituents are space-indented:

O [o] <*><art>DETM S @>N
instituto "ingtituto” NM S @SuUBJ>
de "de’ <sam-> PRP @N<
0 <-sam> <art>DET M S @>N
impeachment "impeachment” NM S @P<
nunca "nunca’ <dei> ADV @ADVL>
havia "haver” <x+PCP>V IMPF 1/3SIND VFIN @FAUX
sido "ser” <x+PCP><ADJ>V PCPM S @#ICL-AUX< @IAUX
testado "testar” <de*vp> <ADJ>V PCPM S @#ICL-AUX< @IMV
$.

(The institution of impeachment had never been tested.)
Deixou "deixar” <*><de™xp>V PS3SIND VFIN @FAUX
de "de’ PRP @PRT-AUX<
ser "ser” <vK>V INF 0/1/3S @#ICL-AUX< @IMV
uma "um” <quant2> <arti> DET F S @>N
tendéncia "tendéncid’ <+para>NF S @<SC
congressual  "congresso” <DERS —a [ATTR]>ADJM/F S @N<
para "pard’ PRP @<ADVL @N<
se "sg” <refl> PERS M/F 3S/P ACC @ACC>
tornar "tornar” <vrK>V INF 0/1/3S @#ICL-P< @IMV
um "um” <quant2> <arti>DET M S @>N
grande "grande” ADIJM/F S @>N
partido "partidc” NM S @<0C
9,

([1t] stopped being a tendency in congressin order to become a great party, ...)
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Quando

"quando” <*> <rel> ADV

@#FSADVL> @ADVL>

estava "estar” <x+GER>V IMPF 1/3SIND VFIN @FAUX

lutando "lutar” <vi>V GER @#ICL-AUX< @IMV
em "em” PRP @<ADVL
Stalingrado  "*stalingrado” <*> <HEUR> PROP M/F S/P @P<

em "em” PRP @<ADVL
$1942 71942" <cif> <card> NUM M/F P @P<

9,

0 "0" <art>DETM S @>N

general "general” <+tn>NM S @SuUBJ>

ademéo "ademdo” ADJM S @N<

Friedrich "*friedrich” <*> <HEUR> PROP M/F SIP  @N<

Paulus "*paulus’ <*> <HEUR> PROP M/F S/P @N<

%,

a "a' <sam-> PRP @<ADVL

0 "0" <-sam><art>DET M S @>N

descobrir "descobrir” <vg>V INF 0/1/3S @# CL-P< @IMV

que "que” KS @#FS<ACC @SuUB
estava "estar” <vK>V IMPF 1/3SIND VFIN @FMV

cercado "cercar” <vt><ADJ>V PCPM S @<SC

por "por” <sam-> PRP @A<

0 "0" <-sam><art>DET M S @>N
Exército "exército” <*>NM S @P<
Vermelho  "vermeho” <*>ADJM S @N<

9,

deve "dever” <x>V PR 3SIND VFIN @FAUX

ter "ter” <x+PCP>V INF 0/1/3S @#ICL-AUX< @IAUX
constatado  ”constatar” <vg> <ADJ>V PCPM S @# CL-AUX< @IMV
que "que” KS @#FS<ACC @SuUB
Hitler "*hitler” <*> <HEUR> PROP M/F S/P @SuBJ>
nao "nao” <dei> <setop> ADV @ADVL>
era "ser” <vK>V IMPF 1/3SIND VFIN @FMV
um "um” <quant2> <arti>DET M S @>N
estrategista "estrategista’ N M/F S @<SC

téo "t&0” <dem> <quant> <KOMP> ADV @>A
genia "genia” ADIJM/F S @N<
como "como” <rel> <komp> <igual> ADV @#FSKOMP< @COM
parecia "parecer” V IMPF 1/3SIND VFIN @FMV
$.

(When he was fighting at Salingrad in 1942, the German general Friedrich Paulus, on
discovering that he was surrounded by the Red Army, must have discovered that Hitler not was an
ingenious strategist asit [ had] seemed.)
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List of concatenating verb currently used in the PALAVRAS lexicon

L egend:

X

<>
<x+PCP>
<X+GER>
<Xp>
<Xt>

<xd>

<Xtp>

<xdp>

<Xr>
<Xrp>

vt
vp

# (<x> column)
* (<xp> column)

xd/A
ICL
P

concatenating verb
concatenating verb directly governing infinitive: querer
concatenating verb directly governing past participle: ter, haver, ser
concatenating verb directly governing gerund: estar, continuar
concatenating verb governing infinitive with mediating preposition:
e.g. <&‘xp> <de"xp> <por’xp>
concatenating verb with accusative object functioning as subject for the infinitive: ver,
ouvir, mandar
concatenating verb with dative object functioning as subject for the infinitive: permitir,
aconselhar
concatenating verb with accusative object functioning as subject for preposition mediated
infinitive
e.g. <a‘xtp> <de"xtp> <por"xtp> acostumar alg. a, lembrar alg. de
concatenating verb with dative object functioning as subject for preposition mediated
infinitive
e.g. <&‘xdp> <dexdp> proibir-lhe de
concatenating reflexive verb directly governing infinitive: propor-se
concatenating reflexive verb governing preposition mediated infinitive
€.g. <a&‘xrp> <de™xrp> <por"xrp> recusar-se a, cansar-se de, esforcar-se por

monotransitive full-verb governing direct object (@ACC)

monotransitive full-verb governing prepositional object (@PIV)

does occur with ssmpleinfinitive (<x>)

fronting possible, at least in Brazil [(*) unsure]

dative pronoun can be replaced by PP with " &’

non-finite clause

can be transformed into passive without major change in meaning (valid for first 3
columns)

In the internal table cells, where only a preposition-particle of a verb chain are given, pronouns and
infinitives have to be “imagined” according to the valency pattern given at the top of each column. The
default in the <xtp><xdp> column is <xtp>.

+PCP | <x> <Xp> <Xt> | <xtp> <Xr> | <vt/vp
+GER <xd> | <xdp> |<xrp> +ICL>
@SUBJ same | same same other |other same | other
ICL-initial
pronouns,
fronting: +, +, +, + +, +, =
role: ICL- ICL- ICL- ICL- ICL- | refle- | ICL-
obj. obj ect obj ect subj. subj. xive | subj.
pronoun ACC ACC ACC ACC | ACC se NOM
form DAT DAT DAT DAT DAT
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abalancar a kastesigud i at
acabar P GER de*, holde op med at
por afdutte ved at
aceder em* gamed til at
aconsel har xd/A | a réde ngn til at
acostumar a a vaane ngn til at
acusar de anklage ngn for at
admitir # +ter/ser indremme at have
adorar # kunne lide at
afazer a elske at
agachar a begynde at
ajudar a hjadpe ngn at
ameacar # true med at
andar P GER gadog
anelar # por laanges efter at
animar a a opmuntre til at
ansiar # por laanges efter at
aparelhar a forberede sig pa at
apreciar # vagdste at
aprender # ar lagre at
apressar a presse til at
arriscar a vove at
arrojar a driste sig til at
aspirar # ar, ?em strabe efter at
assentar de(*) aftale at
assistir a hjadpe med at
alrever a, com turde
autorizar a bemyndige til at
botar a*) begynde at
buscar # soge at
cansar de blive treg af
chegar P a*) kommetil at, opna
coagir a tvingetil at
coincidir em INF e samtidigt
comecar P GER ar, de, begynde at
por* begynde ved at
compelir a tvingetil at
comprazer em finde forngjelsei
condenar a dgmme til at
confessar # indremme at
confiar #? em em tro p&,have tillid til
conformar a til passe til
conseguir # opnaat
contar # em regne med at
continuar P | GER a*, de, fortsadte med at
sem
convencer a, de overtaletil at
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convidar a indbyde til at
costumar P # a a pleje at
crer #? em’vp | tro (pd) at
cuidar em, de tage sig af at
dar a*) para begynde
/\Vp
decidir # a, de a bedlutte at, fatil at
deitar a*) givesigtil at
deixar P de* xt, xd holde med at, lade
deliberar # a beslutte at
desandar a*, em begynde at, ende med
at
desatar a begynde at
descul par de undskylde for at
desgjar # gnske at
desistir der afstafraat
destampar a*), em begynde at, udbrydei
determinar # de a a beslutte, overtale til
dever P # de métte
dissuadir de frar&de ngn ngt
divertir a more sig ved at
dizer de/para vt give ngn ordre il at
xdp
empecer de hindrengni at
empenhar em tage sig af at
encarregar de de tage pasig at
ensinar a undervisei at
entender em overveje at
entrar a*, de begynde at
envergonhar de skamme sig over at
escusar de(*) de a, de ikke behgve at,
dispensere fra at,
undlade, nagte
esforcar por, anstrenge sig for at
em
esperar # hébe at
espraiar em gere sig umage ved
esguecer de glemme at
estar P GER ar, em, vage ved af
(PCP) para*,
pOI’*
estimular a a tilskyndettil at
evitar # de* undga at
excitar a a opildnetil at
expor a a udszte for at
falhar a(*), de* forsemme at
faltar a(*), de* undlade at
fartar de kere tred i
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fazer xt, xd xdr fatil at, lade sig ...
ficar P GER a*, de blive
(PCP)
fingir foregive at
folgar de(*) glade sig at
guardar de beskytte ngn mod
habilitar a uddanne il at
habituar a a vannetil at
haver P PCP der skulle
impedir de hindrei at
incitar xt a opildnetil at
induzir a overtaletil at
intentar de* have il hensigt at
ir P GER a*) gaog, FUT, ville
isentar de de fritage for at
lancar a kastesigud i at
largar de* a opgive at, gai gang
med at
lembrar de de huske at (gere)
levar a fatil at
lograr have held med at
mandar xt, xd vt give ordretil, lade
merecer fortjene at
meter a sadtetil at
necessitar de* have brug for at
negar de(*) a, de neegte at
obrigar a forpligtetil at
ocupar a beskadtige sig med
oferecer tilbyde at
olvidar de glemme at (gere)
opor a\vrp |vae imod at
ousar vove at
ouvir xt a vt hare ngn ACI
parar P de* holde op med at
parecer P seudtil at
passar P a gaover til at
pegar de(*) begynde at
pensar em* tamnke pa at
permitir xd/A | a'xdp vt tillade at
persuadir a overtaletil at
plangjar de* planlaeyge at
poder P kunne
por a a satetil at
possibilitar xd/A vt muliggere at
precisar de* have brug for at
preferir foretrackke at
preparar para forberede sig pa at

- 248 -




pretender # foregive at
pretextar # foregive at
procurar # foge at
proibir de, vt forbyde (ngn) at
alde™xd
: p
projetar # de* planlaegge at
prometer # de* love at
propor #=+ICL |a*,de* Xr vt foreddat
querer # ville, gnske at
recordar de mindes at
recusar a vagre sig ved at
resignar a affinde sig med at
resolver # a bedutte sig til at
saber # kunne (viden)
seguir GER fortssdte med at
sentir xt fale ngn ACI
ser P PCP blive (PASSIV)
soer P # plejeat
sonhar # com, em drgmme om at
temer # frygte at
tencionar # have il hensigt at
tentar # forsege at
ter P PCP de* vque* skulle, métte, PC
timbrar em lasgge det an pa at
tornar P ar INFeigen
trabal har por anstrenge sig for at
tratar der de™vU | preve, handle om
r
vacilar em tove med at
ver Xt sengn ACI
vir P GER | # a*), de kommetil at, lige have
visar # sigte efter at
voltar P a INFeigen
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4.4 Clausetypes and clause function

The parser distinguishes between three (sub)clause form types, finite (FS), non-finite
(ICL) and averbal (AS), depending on whether the clause in question features afinite or
non-finite head verb, or no verb at all. Function tags for subclauses are hyphen-attached
to the subclause form tags tags (e.g. FS-<ACC for afinite direct object subclause). AS
and FS tags are attached to the (obligatory) complementizer of these clause types
(conjunction, relative or interrogative), while ICL tags are attached to the head verb of
the clause. This way, clause tag bearing words will have a minimum of two tags, one
relating to (intra-clausal) word/group function (@), the other to (higher level) clause
function (@#).

In the following, the different clause types and their syntactic potential will be
discussed and exemplified individually.

4.4.1 Finite subclauses

O#HFS- finite subclause
(combines with clausal function and intraclausal word tag,
e.0.@#FS-<ACC @SUB for "néo acredito que sgaverdade")

@#FS-S< sentence anaphor
(refers back to the whole preceding clause'...., 0 que eranovo paramim’)

Finite subclauses cover a wide range of constituent functions, both free and valency
bound. Many verbs allowing subclause arguments have semantico-syntactic selection
restrictions concerning which clause types they allow. Most "cognitive" verbs, for
instance, allow or even demand a que-clause or afinite interrogative subclause as direct
object:

(1)
Anoivando  acreditava Qqueeleaamasse.
Vo> [cognitiv